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Development and Plasticity of Spontaneous Activity and Up
States in Cortical Organotypic Slices
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Cortical computations are an emergent property of neural dynamics. To understand how neural dynamics emerges within local cortical
networks, we characterized the development and underlying mechanisms of spontaneous dynamics in cortical organotypic slices. We
observed not only a quantitative increase in the levels of spontaneous dynamics, but a qualitative transition from brief bursts of activity
to well defined Up states during the first 4 weeks in vitro. Analysis of cellular and synaptic properties indicates that these changes are
driven by increasing excitatory drive accompanied by changes in the balance of excitation and inhibition. Examination of the structure of
spontaneous dynamics revealed no evidence of precisely repeating patterns. Slices exposed to chronic patterned stimulation exhibited
decreased levels of spontaneous activity, suggesting homeostatic control of the levels of network activity. Together, these results suggest
that Up states reflect a fundamental mode of network dynamics that emerges through the orchestrated regulation of multiple cellular and
synaptic properties in parallel.
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Introduction
Cortical computations rely not on isolated activity within single
cells, but on complex spatial-temporal patterns of activity within
cortical networks (that is, on neural dynamics) (Gawne et al.,
1996; Ringach et al., 1997; Wessberg et al., 2000; Vogels et al.,
2005). Although significant advances have been made regarding
cellular and synaptic function, it remains unclear how millions of
synapses from the thousands of recurrently connected neurons
within a local cortical network are regulated in parallel in a man-
ner that prevents runaway excitation yet allows for controlled
propagation of activity.

Recent studies of spontaneous dynamics have provided some
insights into the mechanisms of activity propagation in cortical
networks (Sanchez-Vives and McCormick, 2000; Cossart et al.,
2003; Petersen et al., 2003; Shu et al., 2003a; Massimini et al.,
2004; Volgushev et al., 2006). Spontaneous activity and pro-
longed network activity known as Up states have been observed
in vivo under anesthesia (Metherate and Ashe, 1993; Steriade et
al., 1993; Cowan and Wilson, 1994; Kerr et al., 2005; Haider et al.,
2006; Mokeichev et al., 2007), during sleep (Timofeev et al.,
2001), and during quiet wakefulness (Petersen et al., 2003; Luc-
zak et al., 2007), as well as in acute (Shu et al., 2003b; Kerr et al.,
2005) and organotypic slices (Plenz and Kitai, 1998; Echevarria
and Albus, 2000; Kerr and Plenz, 2004). Recurrent activity be-
tween excitatory neurons accompanied by a concurrent increase

in inhibition contributes to the prolonged depolarization ob-
served during Up states (Sanchez-Vives and McCormick, 2000;
Bazhenov et al., 2002; Compte et al., 2003; McCormick et al.,
2003; Shu et al., 2003a; Haider et al., 2006). However, although
they are dependent on positive feedback within a recurrent net-
work, Up states are highly distinct from the uncontrolled, run-
away excitation associated with epileptic or disinhibited circuits
(Connors, 1984; Prince and Tseng, 1993; Steriade and Amzica,
1999; Timofeev et al., 2004). Indeed, the presence of Up states in
vivo and in vitro indicates that mechanisms are in place to actively
maintain these states.

To bridge the gap between our understanding of isolated cel-
lular and synaptic properties and emergent network properties,
we have analyzed the development, plasticity, and potential
mechanisms of spontaneous activity in cortical networks in vitro.
We show a gradual developmental transition from brief bouts of
spontaneous activity to network-wide Up states. Characteriza-
tion of a number of cellular and synaptic properties indicates that
the developmental increase in spontaneous activity is associated
with increases in synaptic excitation and inhibition but not with
increased intrinsic excitability. Furthermore, we demonstrate
that external stimulation of organotypic slices in vitro reduces the
levels of spontaneous activity throughout the network, thus sup-
porting the notion of an actively maintained trade-off between
internally and externally generated activity. We speculate that the
developmental emergence of spontaneous activity is necessary to
engage activity-dependent forms of plasticity that in turn enable
networks to achieve states that support neural dynamics yet keep
runway excitation in check.

Materials and Methods
Organotypic slice preparation. Organotypic slices were prepared using the
interface method (Stoppini et al., 1991; Buonomano, 2003). Sprague
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Dawley rats (7 d of age) were anesthetized with isoflurane and decapi-
tated. The brain was removed and placed in chilled cutting media. Coro-
nal slices (400 �m thickness) containing primary somatosensory cortex
were cut using a vibratome and placed on Millipore (Billerica, MA) filters
(MillicellCM) with 1 ml of culture media. Culture media was changed 1
and 24 h after cutting and every 2–3 d thereafter. Cutting media consisted
of Eagle’s minimum essential medium (EMEM; catalog number 15-010;
MediaTech, Herndon, VA) plus 3 mM MgCl2, 10 mM glucose, 25 mM

HEPES, and 10 mM Tris base. Culture media consisted of EMEM plus 4
mM glutamine, 0.6 mM CaCl2, 1.85 mM MgSO4, 30 mM glucose, 30 mM

HEPES, 0.5 mM ascorbic acid, 20% horse serum, 10 U/L penicillin, and 10
�g/L streptomycin. Slices were incubated in 5% CO2 at 35°C for 4 –30 d.

Electrophysiology. Recordings were made from regular-spiking, supra-
granular pyramidal neurons (Dong and Buonomano, 2005) located
�500 �m from the external surface of the cortex using infrared-
differential interference contrast visualization. Dual recordings were per-
formed for the experiments demonstrated in Figure 2 A. Experiments
were performed in artificial CSF (ACSF) composed of (in mM) 125 NaCl,
2.5 KCl, 2 MgSO4, 26.2 NaHCO3, 1 NaH2PO4, 25 glucose, and 2.5 CaCl2.
There are some differences in the ionic composition of the standard
culture media and standard ACSF: for example, the former contains 5.1
mM KCl and 2.6 mM MgSO4 (Stoppini et al., 1991). Thus, we performed
some experiments, including those in Figure 8, in a “culture media-
ACSF” (CM-ACSF), developed to match the ionic concentrations of the
culture media. CM-ACSF was composed of (in mM) 125 NaCl, 5.1 KCl,
2.6 MgSO4, 26.1 NaHCO3, 1 NaH2PO4, 25 glucose, and 2.6 CaCl2.

The internal solution for whole-cell recordings contained (in mM) 100
K-gluconate, 20 KCl, 4 ATP-Mg, 10 phospho-creatine, 0.03 GTP-Na,
and 10 HEPES and was adjusted to pH 7.3 and 300 mOsm. In recordings
used to examine the synaptic conductances, the internal solution con-
tained (in mM) 115 K-gluconate, 5 KCl, 4 ATP-Mg, 10 phospho-creatine,
0.03 GTP-Na, 10 HEPES, and 4 QX-314 to block voltage-gated sodium
channel-dependent action potentials. For the experiment shown in Fig-
ure 5C, 10 �M 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX) and 50
�M 2-amino-5-phosphonovaleric acid (APV) were added to the ACSF.
Recordings were sampled at 10 kHz, digitized using a CED micro1401
board (Cambridge Electronic Design, Cambridge, UK), and saved for
off-line analysis. All analyses were performed using custom-written soft-
ware in Matlab (MathWorks, Natick, MA).

Stimulating electrodes. Bipolar stimulating electrodes were placed in
the upper cortical layers and single 100 �s pulses of various intensities
(30 –140 �A) were applied every 20 s to elicit synaptic responses. To
examine the input/output (I/O) function, the stimulation intensity was
varied from one that elicited the smallest observable response to one that
elicited a maximum initial slope (defined as the first EPSP beginning
within 20 ms after the stimulation pulse). In experiments examining
synaptic conductances, an intensity that evoked a maximum initial re-
sponse slope (as observed in current-clamp mode) was used. For chronic
stimulation and longitudinal experiments, bipolar platinum-iridium mi-
croelectrodes (25 �m in diameter) were placed in the upper cortical
layers between the slice and the Millipore filter on the day of slicing. The
microelectrodes were attached to leads consisting of copper wires that
were connected to the stimulus isolator for chronic stimulation. These
implanted electrodes remained in place throughout the culture period.

Quantification of spontaneous activity. For each neuron, a minimum of
5 min of spontaneous activity was recorded. Spontaneous events were
defined as those in which membrane potential crossed a set threshold.
We used a threshold of 5 mV above resting potential for the analyses
presented here. There was no qualitative change in the data when using
different thresholds, but a 5 mV threshold allowed us to focus primarily
on network activity (the firing of multiple presynaptic neurons), as op-
posed to miniature EPSPs (mEPSPs) or unitary EPSPs; paired recordings
in acute and organotypic slices generally reveal maximum unitary syn-
aptic strength to be �2.5 mV (Markram et al., 1997; Debanne et al.,
1998). Event area was defined as the average area (in mV � s) of the
recorded trace above threshold during a sweep of 30 s as calculated from
10 sweeps, and event time was the percentage of recording time spent
above threshold. An Up state was defined as an event that remained
above threshold for no less than 500 ms. During a network activation

such as an Up state, the membrane potential would often make multiple
brief passes above and below this threshold before returning to resting
potential. For this reason, a minimum interevent interval of 100 ms was
used as a criterion in defining separate events. ANOVA was used to
determine significance of developmental changes in spontaneous activity
measures. The amount of spontaneous activity observed in cultures of
the same age displays significant variation. We attribute this variability to
two sources: (1) variability across individual animals/preparations as has
been noted previously (Echevarria and Albus, 2000; Wagenaar et al.,
2005); and (2) variability in the chemical composition of different
batches of horse serum used to make the media. For these reasons, each
analysis used the same group of animals across ages and a consistent
batch of horse serum in the media to reduce variability.

I/O function. For analysis of the input/output function, measurements
were made from cells located an average of �750 �m from the stimulat-
ing electrode to not recruit direct monosynaptic inhibition. The stimu-
lation intensity (six to eight intensities per neuron) was plotted against
the slope of the initial response. These points were fit with a sigmoid
function (Marder and Buonomano, 2003), and the asymptote was used
as a measure of maximum synaptic strength. Plots with incomplete data-
sets or that were not well fit with the sigmoid function were not included
in the analysis. ANOVA was used to determine significance of the devel-
opmental change in the asymptote. To assess the correlation of synaptic
strength and level of spontaneous activity, for each neuron regardless of
age, the asymptote of the I/O was plotted against the mean duration of
spontaneous events, which were observed as bouts of polysynaptic activ-
ity or Up states. Statistical significance was ascertained by linear regres-
sion of all points. In longitudinal experiments, the I/O analysis was per-
formed as described above, but after the first recording, the slice was
returned to the incubator for 5–7 d, after which the I/O analysis was
performed a second time. In one case, the slice was returned to the
incubator a second time, and the I/O analysis was performed a third time.
Two to three neurons were recorded during each session, and the average
asymptote was plotted versus days in vitro (DIV). Significance was deter-
mined by a paired t test.

Conductance measurements. To examine synaptic conductances, the
intracellular solution included 4 mM QX-314 to block action potential
generation, and the K-gluconate and KCl were adjusted as described
above to set the chloride reversal potential at �84 mV. Recordings were
performed in voltage-clamp mode, and the response to stimulation that
generated a maximum initial response slope (as observed in current-
clamp mode) was recorded at holding potentials of �90, �60, �30, and
0 mV. Instantaneous current–voltage ( I–V) plots were created for each
millisecond time point in the response using the holding potential and
the synaptic current (Isyn) as calculated from the total recorded current
according to Isyn(t) � [(Rin � Rs)/Rin]�I(t), where Rin is the input resis-
tance, Rs is the series resistance, and �I(t) is the difference between the
total recorded current at time t and the baseline current (Wehr and
Zador, 2003). The slope of the I–V relationship is the synaptic conduc-
tance ( gsyn). gsyn was decomposed into the excitatory ( gE) and inhibitory
( gI) components by assuming gsyn � gE � gI and Esyn � [gE � EE � gI �
EI]/( gE � gI), where Esyn, EE, and EI are the synaptic, excitatory, and
inhibitory reversal potentials, respectively. EE of 0 mV and EI of �84 mV
were used based on the ionic composition of ACSF and the intracellular
solution. Esyn was determined from the intercept of the I–V plot. The
above system of equations results in gI � [gsyn(EE � Esyn)]/(EE � EI) and
gE � gsyn � gI. Note that these calculations were performed for each time
point of the response. To verify the validity of this method, in three
experiments conductances were calculated before and after the block of
excitatory currents using 10 �M CNQX/50 �M APV (see Fig. 5C, Results).
For these experiments, we recorded from neurons located in close prox-
imity to the stimulating electrode to observe monosynaptic inhibitory
currents (because CNQX and APV also block feedforward excitation
onto inhibitory neurons). Significance of developmental changes in gE/gI

ratios and conductance peak times was determined by ANOVA.
Structure of spontaneous activity. Because younger slices show little or

no spontaneous activity, and because there is some variability in the
number of spontaneous events in each neuron, this analysis was per-
formed in a subset of 12 neurons for which at least 12 events were re-
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corded. All spontaneous events were extracted into individual 3 s seg-
ments starting at the time of first threshold crossing. The segments were
aligned according to the time of the threshold crossing (aligning accord-
ing to the peak of the cross-correlation did not alter the results). Corre-
lation coefficients were calculated including a 20 ms window before onset
and 20 ms after offset (as defined by the final reverse threshold crossing
within the 3 s segment). Note that because segments have differing off-
sets, the correlations were calculated using the offset time for the longest
event of each pair. Segments of fixed duration were not used because of
the bias this produces toward high correlations for short bouts of activity.
Only segments with at least 500 ms of activity within the 3 s segments
were used. Results were not qualitatively different when only Up state
events (i.e., events with at least 500 ms of continuous activation) were
used. By calculating the correlation coefficient between all segments from
within each cell (see Fig. 7, “Within Cell” group), a correlation matrix
was constructed and used to calculate the mean correlation. For visual-
ization purposes, the correlation matrix was used to create a “similarity
matrix” by clustering events according to the euclidean distances be-
tween the correlation coefficients (clustering was performed in Matlab
using PDIST, LINKAGE, and CLUSTER functions) (see Fig. 6 A, left).
For the statistical analyses of the correlation coefficients, the z-transform
was used (Zar, 1984). A “match index” was calculated as the proportion
of possible matches with a correlation coefficient �0.5.

A number of different controls were used to estimate the expected
correlation and match indices in the absence of repeating patterns. Spe-
cifically, these same measures were quantified by comparing spontane-
ous event segments between cells (from different slices, because cells in
the same network might be expected to demonstrate similar structure) or
event segments from the same cell while one segment was either reversed
in time or “chopped and shuffled” (“between slice,” “reverse,” and
“chop/shuffle” groups, respectively) (see Fig. 7A for examples). In the
latter analysis, the segments were chopped into subsegments of 100 ms
(sizes from 50 to 200 ms were also examined, without any qualitative
change in the results). These segments were then randomly shuffled to
build a new trace, which was compared with each of the original segment
traces. The first and last subsegments of the trace were not altered, be-
cause much of the correlation comes from the common onset time of the
aligned EPSPs. Thus, removing the onset segments would decrease the
correlations that are produced by the alignments, as opposed to the ac-
tual structure of the spontaneous patterns. Significance between groups
was determined using t tests.

Chronic stimulation. Slices �2 weeks of age (range, 14 –32 DIV; mean,
20) were used in these experiments to provide sufficient baseline activity
to detect differences between control and chronically stimulated slices.
To control for variability, we used pairs of “sister” slices that were pre-
pared from the same animal, used the same culture media, were of the
same age at recording time, and were both implanted with chronic stim-
ulating electrodes. One slice of the pair received chronic stimulation,
whereas the other control slice was treated in the same manner except for
the stimulation. Implanted electrodes were used to administer single,
biphasic 100 �s pulses (80 –150 �A) at 1–2 Hz for 2– 4 d while the slices
were in the incubator. High stimulation intensities were used for the
chronic stimulation with the intent of evoking strong local responses; at
intermediate intensities, it is common to observe network activity that is
diminished with higher stimulation intensity, presumably because of
recruitment of large amounts of inhibition. Spontaneous activity record-
ing was performed as described above in CM-ACSF. Event frequency and
event area were calculated as described above, and significance was de-
termined using t tests. The distance from the recorded neuron to the
stimulating electrodes was estimated using the x–y coordinates of the
micromanipulator (model MP-285; Sutter Instrument, Novato, CA).

Results
Developmental changes in spontaneous activity
To characterize the development of spontaneous dynamics in
cortical networks, we performed whole-cell recordings from py-
ramidal cells of cortical organotypic slices cultured for 4 –30 d.
Changes in the postsynaptic potential (PSP) profile during a bout

of spontaneous activity reflect the spatial-temporal firing pattern
of a subset of neurons in the network. Thus, quantification of the
levels of postsynaptic activity or its structure provides a measure
of network dynamics (Buonomano, 2003; MacLean et al., 2005).

To quantify the degree of spontaneous network activity, we
measured mean event frequency, time, and area (see Materials
and Methods). Spontaneous event onset was defined by deflec-
tions in membrane potential that crossed a threshold set at 5 mV
above rest, resulting primarily in the inclusion of correlated
events produced by multiple presynaptic neurons firing in con-
cert (see Materials and Methods) (Slutsky et al., 2004). There was
a significant increase in the frequency of events with development
until the third week in vitro (Fig. 1B) [ANOVA, F(3,64) � 6.96; p �
0.001; week 1, n � 16 (6); week 2, n � 26 (11); week 3, n � 11 (5);
week 4, n � 12 (4), where n represents the number of neurons,
and the number in parentheses represents the number of slices].
Mean event time (Fig. 1C) and mean event area (Fig. 1D) (a
function of both event time and amplitude defined as the area
above threshold during a 30 s sweep averaged over 10 sweeps)
both significantly increased during the first 4 weeks in vitro
(ANOVA, F(3,64) � 4.07, p � 0.05, and F(3,64) � 8.22, p � 0.0001,
respectively). Visual inspection and autocorrelation of record-
ings revealed no periodicity to the spontaneous activity.

Although the above measures demonstrate an increase in
spontaneous network activity with in vitro development, they do
not capture the qualitative changes in the structure or mode of
spontaneous dynamics. The modes of spontaneous activity can
be loosely placed in three groups: (1) isolated, correlated events
presumed to be produced by the synchronous firing of a few
presynaptic neurons; (2) polysynaptic events, defined by a burst
of activity that generated clear multipeaked PSPs that lasted a few
hundred milliseconds (Fig. 1A2); and (3) Up states defined by a
depolarizing “step” and a bimodal membrane potential distribu-
tion (Fig. 1A3,A4,E) (Wilson and Kawaguchi, 1996). We ob-
served a progressive transition, from mostly single correlated
events occurring during the first week in vitro to polysynaptic
activity and a few shorter-duration Up states developing in the
second week to the presence of longer-duration Up states in the
third and fourth weeks. Figure 1E illustrates of the occurrence of
Up states within a neuron (at 27 d in vitro), as shown by the
voltage distribution with one peak near resting potential and a
second peak 10 –15 mV depolarized from rest.

Our initial aim was to characterize a developmental increase
in the amount of total spontaneous activity; however, one of the
most striking and robust observations was the emergence of Up
states. Before further characterizing the emergence of Up states,
we wanted to verify that the prolonged depolarizations that we
observed indeed reflected a network-wide transition into a depo-
larized “on” state. Toward this goal, we performed paired intra-
cellular recordings from neurons located 1.7–2.9 mm apart (av-
erage, 2.2 mm) (Fig. 2A). In 12 pairs of neurons (mean DIV, 15;
range, 10 –31), whenever an Up state, defined as a prolonged
depolarization above threshold lasting at least 500 ms, was ob-
served in one neuron, it was always simultaneously present in the
second neuron. Interestingly, Up state onsets were highly syn-
chronized, with an average onset difference of 19.7 ms (range,
9.2–30.7 ms). Figure 2A demonstrates this onset synchrony in
simultaneous recordings of two neurons located 1.9 mm apart. In
additional analysis of the recordings from Figure 1, we found that
Up states were never observed during the first week in vitro, and
the percentage of cells/slices exhibiting Up states increased from
38/50% during the second week in vitro to 82/100% during the
third and 83/100% during the fourth week. Also, Up state fre-
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quency (Fig. 2B) [ANOVA, F(3,64) � 15.54; p � 0.0001; week 1,
n � 16 (6); week 2, n � 26 (11); week 3, n � 11 (5); week 4, n �
12 (4)] and the mean duration of individual Up states (Fig. 2C)
(ANOVA, F(3,64) � 16.30; p � 0.0001) significantly increased
during this time period. Up state occurrence was variable both
within a cell and across experiments. Indeed, Up states were not
observed in all neurons from the older age groups.

In the above experiments, slices were incubated in culture
media, and the electrophysiological recordings took place in
standard ACSF. The compositions of these solutions differ in
relation to both K� and Mg 2� concentrations (see Materials and
Methods). To ensure that the developmental results were not
influenced by the transition between solutions, similar experi-
ments were also performed in CM-ACSF (see Materials and
Methods). As shown in supplemental Figure 1 (available at www.
jneurosci.org as supplemental material), there was not a qualita-
tive difference in the developmental increase in spontaneous ac-
tivity. Together, these results establish that there is a developmen-
tal increase in spontaneous activity; however, this change does
not reflect a simple quantitative increase in activity. Rather, there
is a qualitative transition in the mode of spontaneous dynamics.

Developmental decrease in intrinsic excitability
The increase in levels of spontaneous activity and the emergence
of Up states indicate the presence of ongoing forms of cellular and
synaptic plasticity that are independent of external inputs. We
next examined the development of a number of potential cellular
and synaptic properties that could underlie the changes in spon-
taneous activity.

Figure 1. Spontaneous activity increases with development culminating in the generation
of Up states. A, Spontaneous activity was recorded in cortical organotypic slices during the first
through fourth weeks in vitro. The bottom of each panel (A1–A4 ) depicts 10 30 s sweeps from
a cell at the indicated age. Voltage is represented in color (see color bar in A1; color range is�70
mV in blue to �40 mV in red). The trace in the top of each panel corresponds to the first sweep
and is shown for comparison. A developmental change is observed in the quantity and mode of
spontaneous events. During the first week in vitro, few spontaneous correlated events are
observed. In the second week in vitro, PSPs and, in some cells, a few short duration Up states are
observed. By the third and fourth weeks, slices exhibit longer-duration PSPs and Up states,
which sometimes occur with spontaneous spiking. B, C, With development, there is a significant
increase in spontaneous event frequency (B) (ANOVA, F(3,64) � 6.96; p � 0.001) and event
time (C), which is the percentage of time spent above threshold (ANOVA, F(3,63) � 4.07; p �
0.05). D, Event area, a combined measure of event time and amplitude (reported as area during
a 30 s sweep calculated from an average of 10 sweeps), also significantly increases with time in
culture (ANOVA, F(3,64) � 8.22; p � 0.0001). E, Example of the bimodal voltage distribution of
a neuron displaying Up states. The histogram represents the time spent at each observed mem-
brane potential (in 0.5 mV by 1 ms bins) for a sample neuron recorded at 27 DIV. Because of the
small percentage of time spent in Up states, the second peak tends to be much smaller than the
peak at resting potential. To visualize the second peak on the same scale, we used segments of
10 s, which began at spontaneous event onset. B–D, 4 –7 DIV, n � 16 (6); 8 –14 DIV, n � 26
(11); 15–21 DIV, n � 11 (5); �21 DIV, n � 12 (4); for all figures, n represents the number of
neurons, and the number in parentheses represents the number of slices.

Figure 2. Increased frequency and duration of Up states. A, Simultaneous recordings from
two neurons located 1.9 mm apart demonstrate that the observed Up states are a network-wide
phenomenon and that Up state onset is highly synchronized throughout the network. Mean
onset difference for 12 pairs of neurons separated by 1.7–2.9 mm is 19.7 ms (range, 9.2–30.7
ms). B, Up state frequency significantly increases during the first 4 weeks in vitro (ANOVA,
F(3,64) � 15.54; p � 0.0001). C, The duration of individual Up states also significantly increases
during this time period (ANOVA, F(3,64) � 16.30; p � 0.0001). Numbers of neurons and slices
are the same as in Figure 1.
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Intrinsic excitability has previously been shown to undergo
homeostatic plasticity in response to pharmacological manipula-
tions of network activity (Desai et al., 1999; Aptowicz et al., 2004;
Karmarkar and Buonomano, 2006), and plasticity of intrinsic
excitability is proposed to play a role in governing levels of spon-
taneous activity (Turrigiano and Nelson, 2004; Zheng et al.,
2006). We investigated the possibility that increases in intrinsic
excitability contribute to the developmental increase in sponta-
neous activity. The number of action potentials evoked from a
250 ms current step was recorded for current intensities of 0.05,
0.1, 0.2, and 0.3 nA (Fig. 3A) and compared across developmental
stages. Excitability was found to undergo a significant decrease
with age until reaching a plateau at the third week in vitro (Fig.
3B) [two-way ANOVA, F(6,170) � 21.36; p � 0.001; week 1, n � 9
(5); week 2, n � 24 (12); week 3, n � 10 (5); week 4, n � 10 (4)].
Additionally, there was a significant decrease in input resistance
(Fig. 3C) (ANOVA, F(3,59) � 4.48; p � 0.01), and resting mem-
brane potential became more hyperpolarized (Fig. 3D) [ANOVA,
F(3,59) � 3.48; p � 0.05; week 1, n � 14 (6); week 2, n � 23 (10);
week 3, n � 11 (5); week 4, n � 12 (4) for both input resistance
and resting membrane potential measurements]. Alone, these
changes would predict a decrease in network activity. Thus, de-
velopmental changes in intrinsic excitability are not responsible
for the observed increases in spontaneous dynamics.

Increase in spontaneous activity correlates with increases in
synaptic efficacy
Up states rely on recurrent activity (Sanchez-Vives and McCor-
mick, 2000) and thus require a minimal level of excitatory drive
to be capable of maintaining a depolarized state. Therefore, we
examined changes in the evoked excitatory drive as a function of
development. To characterize the effective excitatory drive, in-

put– output curves were derived using evoked stimulation (Fig.
4A). The slope of the initial response was plotted against the
stimulation intensity and fit with a sigmoid (Fig. 4B). The asymp-
tote of the fit provided a measure of the maximum excitatory
drive. Recordings from slices at 4 –30 DIV showed that asymptote
values increased with age (Fig. 4C) [ANOVA, F(3,47) � 4.71; p �
0.01; week 1, n � 14 (5); week 2, n � 20 (10); week 3, n � 10 (5);
week 4, n � 5 (2)]. This finding was further confirmed by taking
advantage of the ability to perform multiple recording sessions in
the same slices (recording from different neurons). In these lon-
gitudinal experiments, a second recording session was performed
5–7 d after the first (Fig. 4E), and for one slice, a third recording
session was performed 7 d after the second. Because the stimulat-
ing electrodes were chronically implanted (see below and Mate-
rials and Methods), input– output curves are derived from the
same stimulation site, albeit from different postsynaptic neurons.
Plotting the mean asymptote (from two to three neurons) against
the age for each successive recording session revealed a significant

Figure 3. Developmental changes in intrinsic properties. A, To measure intrinsic excitability
and input resistance, 250 ms current steps of �0.1, 0.05, 0.1, 0.2, and 0.3 nA were injected
intracellularly, and the number of action potentials evoked or the change in membrane poten-
tial (in response to the �0.1 nA current step) was recorded. B, Intrinsic excitability decreases
with development, as evidenced by a significant decrease in the number of action potentials
elicited in older slices [2-way ANOVA, F(6,170) � 21.357; p � 0.001; week 1, n � 7 (5); week 2,
n � 21 (12); week 3, n � 10 (5); week 4, n � 10 (4)]. For visualization, the week 4 plot was
shifted downward 5%. C, Input resistance significantly decreases with development (ANOVA,
F(3,59) � 4.48; p � 0.01). D, Resting membrane potential becomes more hyperpolarized with
development (ANOVA, F(3,59) � 3.48; p � 0.05). For input resistance and resting membrane
potential, week 1, n � 14 (6); week 2, n � 23 (10); week 3, n � 11 (5); week 4, n � 12 (4).

Figure 4. Developmental increase in excitatory drive. A, Input– output functions were cre-
ated using extracellular electrodes to stimulate with six increasing current intensities at the
time indicated by the arrow. B, The slope of the initial response was plotted versus stimulation
intensity, and the points were fit with a sigmoid. The asymptote was used as a measure of
maximal excitatory synaptic drive. C, Input– output functions recorded from neurons at 1– 4
weeks in vitro show a significant increase in asymptotes with development (ANOVA, F(3,47) �
4.71; p � 0.01), indicating that excitatory synaptic drive increases with age. Week 1, n � 14
(5); week 2, n � 20 (20); week 3, n � 10 (5); week 4, n � 5 (2). D, Mean spontaneous event
duration (Ave Duration) was significantly correlated to the asymptote (Asym) when plotted for
all neurons [r � 0.3013; p � 0.05; n � 49 (22)]. E, Excitatory synaptic drive was found to
increase when multiple recording sessions were performed in the same slices (different neu-
rons) at two or three time points differing by 5–7 d. Each session included recording from two to
three neurons. The mean asymptote at each time point for a given slice is plotted versus DIV. For
all slices (each slice represented as a different line), asymptotes significantly increased with
development [t test, t � 4.58; p � 0.01; n � 25 (4)].
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increase in mean asymptotes at the later recording sessions
[paired t test, t � 4.58; p � 0.01; n � 25 (4)], establishing that
within a slice, the same excitatory pathway undergoes potentia-
tion over the course of a few days. Additionally, plotting average
event duration against asymptotes (for cells from all age groups in
the I/O experiments above) revealed a significant correlation
(Fig. 4D) [r � 0.30; p � 0.05; n � 49 (22)]. Although our results
cannot establish causality, they are consistent with the notion that
increases in synaptic strength contribute to the development of
spontaneous activity and Up states.

Changes in the balance of excitation and inhibition
It is likely that the presence of Up states requires a balanced
tuning of both excitation and inhibition: excitation being re-
quired for maintaining ongoing activity in positive feedback
mode and inhibition being necessary to keep excitation in check
(Fellous and Sejnowski, 2003). Consistent with this hypothesis,
experimental results have established that Up states are associ-
ated with increases in both excitatory and inhibitory currents
(Shu et al., 2003a; Haider et al., 2006). Thus, the developmental
emergence of Up states may require parallel changes in inhibition
to counterbalance the observed increase in excitation described
above. To address this issue, we estimated the relative strength of
evoked excitation and inhibition using previously described
methods based on voltage-clamp recordings and a mathematical
decomposition of the underlying conductances (Shu et al., 2003a;
Wehr and Zador, 2003; Wilent and Contreras, 2005). This
method makes a number of simplifying assumptions, including
that there are only two significant synaptic currents (mediated by
AMPA and GABAA receptors). However, because the NMDA and
GABAB receptors are associated with slower changes in conduc-
tance, this method provides a reliable measure of the early exci-
tatory/inhibitory balance, which is the component we focused
on. We recorded synaptic currents from cells voltage clamped at
four different holding potentials [�90, �60, �30, and 0 mV;
week 1, n � 13 (4); week 2, n � 9 (4); week 3, n � 10 (4)] (Fig.
5A). The synaptic currents were then used to generate I–V plots
for each time point of the response (Fig. 5B), the slope of which is
the synaptic conductance. Using the calculated values for the
excitatory and inhibitory reversal potentials, the synaptic con-
ductance was separated into the excitatory and inhibitory com-
ponents (Fig. 5C) (see Materials and Methods). To verify the
accuracy of this method, the excitatory and inhibitory conduc-
tances were calculated before and after the application of 10 �M

CNQX and 50 �M APV (Fig. 5C). As expected, there was a dra-
matic decrease in the ratio of the peak excitatory to inhibitory
conductance. The excitatory component was nearly, although
not completely, eliminated, which may be caused by small dis-
crepancies between the estimated and true excitatory reversal
potential, because the remaining component was sensitive to
small changes in this value (see Materials and Methods). In con-
trast to the excitatory response, a robust inhibitory conductance
was still observed in the presence of CNQX/APV. Because the
observed inhibitory conductance (Fig. 5C, left) is a combination
of both direct electrical activation of inhibitory neurons and feed-
forward excitation onto inhibitory neurons, the small decrease
observed in inhibition in the presence of CNQX/APV (Fig. 5C,
right) is expected as a result of diminished excitation.

The ratio of peak excitatory to inhibitory conductances ( gE/gI

ratio) was calculated for neurons recorded from different age
groups. The gE/gI ratio was found to decrease with age, demon-
strating a relative increase in inhibition in relation to excitation
(Fig. 5D) [ANOVA, F(2,31) � 7.16; p � 0.005; week 1, n � 13 (4);

week 2, n � 9 (4); week 3, n � 10 (4)]. Additionally, there was a
significant decrease in the time to peak of both the excitatory and
inhibitory conductances from the first week to the third week, at
which point the peaks occurred nearly simultaneously (Fig. 5E)
(ANOVA, F(2,31) � 6.61, p � 0.005 and F(2,31) � 30.72, p �
0.0001, respectively). Thus, the developmental increase in excita-
tion shown above is in parallel with a concomitant increase in
inhibition that may be necessary to prevent runaway excitation.

Structure of spontaneous dynamics
A critical issue to both the mechanisms and function of the spon-
taneous dynamics is whether there is structure in the patterns of
activity. The patterns could reflect either entirely random activ-
ity, at one extreme, or, at the other extreme, precisely repeating
patterns. In the first case, a random and changing subset of neu-
rons could reach threshold and trigger the flow of activity within
the network, each time producing an essentially novel spatial-
temporal pattern of activity. However, there could be preferred
repeating patterns, initiated by a similar subset of neurons that in

Figure 5. Balance of excitation and inhibition changes with development. A, Synaptic cur-
rents recorded in response to extracellular stimulation at four holding potentials: �90, �60,
�30, and 0 mV. B, Instantaneous I–V plots were obtained for each millisecond of the response,
the slope of which is equal to the synaptic conductance. C, The conductance was separated into
excitatory (black trace) and inhibitory (gray trace) components (see Materials and Methods).
Application of 10 �M CNQX and 50 �M APV resulted in a large decrease in the calculated
excitatory component and a partial decrease in the inhibitory component (attributable to a
decrease in feedforward excitation onto inhibitory neurons; the recorded neuron was in close
proximity to the stimulating electrode to recruit monosynaptic inhibition). D, The excitatory/
inhibitory conductance ratio ( gE/gI) was calculated from neurons at 1–3 weeks in vitro and was
found to decrease with development [ANOVA, F(2,31) � 7.16; p � 0.005; week 1, n � 13 (4);
week 2, n � 9 (4); week 3, n � 10 (4)]. E, For both excitatory and inhibitory conductances, the
time to reach peak decreased with development (ANOVA, F(2,31) � 6.61, p � 0.005 for excita-
tory conductance in black; F(2,31) � 30.72, p � 0.0001 for inhibitory conductance in gray). By
the third week in vitro, the conductances peak simultaneously.
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turn repeatedly trigger similar neural trajectories. Indeed, recent
studies have suggested that not only do repeating patterns occur,
but patterns lasting hundreds of milliseconds exhibit millisecond
precision (Ikegaya et al., 2004).

To determine whether the spontaneous patterns of activity
that we observed were random or exhibited structure, we calcu-
lated the correlation between all segments of spontaneous activity
within each neuron (see Materials and Methods). Correlation
matrices were then clustered to permit visualization of the simi-
larity between spontaneous events (Fig. 6A). The majority of the
spontaneous events were highly variable, as reflected by the low
mean correlation coefficient [r � 0.12 	 0.03; n � 12 (12)].
However, there were clear cases in which the overall pattern and
duration of the events appeared to repeat (Fig. 6A, bottom). To
quantify this effect, a match index was calculated based on the
proportion of segment pairs with a correlation �0.5. Both this
measure and the mean correlation coefficients were then com-
pared with three control groups as demonstrated in Figure 7A.
First, the same measures were calculated for neuron pairs across
different slices (between slices). Second, the measures were cal-

culated between pairs of segments within a single cell, but one
segment was reversed in time (reverse). Third, we performed the
correlations between segments that were chopped and shuffled
(chop/shuffle; see Materials and Methods). Both the reverse and
the chopped and shuffled controls maintain the statistical prop-
erties of the event segments but alter the relative temporal struc-
ture. The difference between these two controls is that, because of

Figure 6. Comparing spontaneous event structure. A, A clustered correlation matrix is cre-
ated for each neuron by comparing each spontaneous event segment with every other sponta-
neous event segment and sorting according to similarity. Left, A sorted correlation matrix of 76
spontaneous event segments in which correlation is depicted in color (blue indicates low cor-
relation, red is high correlation, and values range from �0.60 to 0.84). Groups of similar events
are observed as blocks of red. Right, The event traces, sorted according to similarity. Note that
the order is the same as the y-axis in the left panel. Changes in membrane potential are depicted
in color (range from �80 mV in blue to �50 mV in red). Bottom, An example of a group of
highly correlated events (r �0.5), which are indicated in the right panel by a red line near the
y-axis. For this group, correlation arises not only from the similar pattern of the spontaneous
PSPs, but also from the similar intervals between two PSPs. B, An example of similar Up states
observed from a single neuron. C, Similarity is also observed within Up states from different
slices. Here, each trace is an event segment from one of three different neurons, each from a
different slice.

Figure 7. Similarity of spontaneous event patterns within neurons results from global struc-
ture, not precise temporal patterns. Spontaneous event structure was assessed by comparing
spontaneous events to all other events within the same cell (within cell), to other events in
different cells from different slices (between slices), to events from the same cell that were
reversed in order (reverse), and to events from the same cell that were chopped and shuffled
(chop/shuffle). A1, Within cell. Here, the black event trace is compared with another event trace
from the same cell in which the color transitions in time from blue to red. A2, Between slices.
The black trace is the same as in A1, but the colored trace is from another cell. A3, Reverse. These
are the same traces as in A1, but the colored trace is reversed in time: the color now changes
from red to blue instead of blue to red as in A1. A4, Chop/shuffle. Here, the colored trace was
chopped into 100 ms segments and shuffled in order while leaving the initial and final segments
in place to preserved the global event shape. Again, the color indicates the timing of the original
event as shown in A1 as a progression from blue to red. B, For the conditions described above,
the mean z-transformed correlation coefficient (see Materials and Methods) was calculated for
all cells and then averaged for each condition. The within cell mean correlation coefficient is
significantly higher than that of the between slice case (t � 2.61; p � 0.01); however, neither
the reverse nor the chop/shuffle controls are significantly different from the within case. C, Here,
the same between, reverse, and chop/shuffle controls are compared with the within cell case,
but the measure is the percentage of matches per cell with a correlation coefficient �0.5,
referred to as the match index. Again, the within cell case is significantly higher than the
between slice case (t � 3.0; p � 0.005), but not significantly different from the reverse or
chop/shuffle controls. B, C, n � 12 cells and slices.
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the asymmetric nature of PSPs (fast rise, slow decay), the reversed
condition could bias toward concluding that patterns are present.
Both the mean correlations (Fig. 7B) and the match index (Fig.
7C) revealed correlations in the patterns recorded within cells
significantly higher than those between slices (t � 2.61, p � 0.01
and t � 3.00, p � 0.005, respectively). In contrast, neither the
mean correlations nor the match index were significantly differ-
ent from the reversed or the chopped and shuffled controls. To-
gether, these data suggest that although there is some structure to
the patterns, it is primarily present in the statistical properties of
the activity, such as the average amplitude of events or the pro-
portion of time spent in a depolarized state. The absence of any
significant effect of reversing or chopping and shuffling the seg-
ments indicates a lack of precise temporal structure and therefore
of precisely repeating spatial-temporal patterns of activity.

Plasticity of spontaneous activity
A proposed function of spontaneous activity is to allow neurons
to achieve target levels of activity in the face of changes in the
external input or pharmacological state. Consistent with this hy-
pothesis, studies have shown spontaneous activity rates to be
modifiable in response to chronic application of pharmacological
agents (Ramakers et al., 1990; Turrigiano et al., 1998) or sensory
deprivation (Maffei et al., 2004). However, it has not yet been
established whether spontaneous activity can be regulated in vitro
by altering levels of external activity presented in a physiological
manner. To test this prediction, we used a preparation in which
cortical organotypic slices were “implanted” with platinum-
iridium microwires for chronic local stimulation while the slices
were in the incubator (see Materials and Methods). Baseline fir-
ing rates both in vivo and in vitro are often reported to be in the
range of 1–10 Hz (Rutherford et al., 1997; Kilgard and Merzenich,
2002; Celikel et al., 2004). Thus, slices were stimulated for 2– 4 d
at 1–2 Hz at stimulation intensities that elicited large but gener-
ally subthreshold PSPs (Fig. 8A). After 2– 4 d of stimulation,
spontaneous levels of activity were compared between stimulated
slices and sister control slices, which were prepared from the
same animal and also were implanted with stimulating electrodes
(Fig. 8B). These recordings were performed in ACSF that had a
similar ionic concentration to the culture media (CM-ACSF; see
Materials and Methods). Both the frequency of spontaneous
events and the mean event area were significantly decreased in
stimulated slices compared with controls (Fig. 8C) [p � 0.001
and p � 0.05, respectively; stimulated n � 21 (9), control n � 20
(9); mean DIV, 20; range, 14 –32]. Interestingly, although
chronic stimulation was local, the resulting changes in spontane-
ous network activity appeared to be network-wide and indepen-
dent of the distance of the neurons from the stimulating elec-
trodes. At the distances examined (up to 2 mm), there was no
correlation between spontaneous activity and distance from the
stimulating electrodes. Together, these results indicate that the
increase in spontaneous activity with age is not the result of a
hard-wired developmental program and that spontaneous activ-
ity is plastic in that it can be downregulated by providing exter-
nally generated input to isolated cortical networks.

Discussion
Development and mechanisms underlying spontaneous
activity in vitro
We have observed a developmental increase in spontaneous ac-
tivity as a function of age in vitro. This increase was comprised of
a gradual and qualitative transition from sparse and brief bouts of
activity to long-lasting Up states. Our results are consistent with

the notion that the emergence of Up states entails synaptic and
cellular changes that occur over many days to achieve an appro-
priate balance of excitation and inhibition. This gradual process
may allow networks to achieve dynamical states that rely on pos-
itive feedback yet avoid runaway excitation.

The developmental increase in spontaneous dynamics is con-
sistent with previous studies that have observed increased activity
using multiunit extracellular recordings (Echevarria and Albus,
2000; Uesaka et al., 2005; van Pelt et al., 2005). However, the
potential mechanisms underlying these changes had not been
previously addressed. Indeed, the mechanisms underlying spon-
taneous activity itself are largely unknown. Spontaneous activity
is generally defined as that not directly attributable to an external
event (McCormick, 1999). In vivo, putative spontaneous activity
in one area could be evoked by tonic activity in other cortical or
subcortical structures. However, in vitro preparations are devoid
of any external input, and thus spontaneous activity must be
driven from within the network. Two types of events have been
hypothesized to trigger spontaneous activity: the summation of
mEPSPs and a subset of intrinsically active neurons. mEPSPs are
both small and random but through summation can lead to
postsynaptic firing (Timofeev et al., 2000; Sharma and Vija-
yaraghavan, 2003; Zucker, 2003). Additionally, a subpopulation

Figure 8. Plasticity of spontaneous activity. Slices were stimulated for 2– 4 d at 1–2 Hz via
chronically implanted electrodes and compared with sister control slices. A, The stimulation
protocol generally evoked strong subthreshold PSPs but not network activity. The response to
the stimulation was similar in both stimulated slices (example on left) and unstimulated control
slices (example on right). B, Less spontaneous activity is observed in slices given chronic stim-
ulation (left) than in sister control slices (right). For the example shown, 20 sweeps of 20 s were
recorded, although for easier visualization only 10 sweeps are shown. C, Stimulated slices show
a significant decrease in both the frequency (Freq) of spontaneous events and event area (Area),
demonstrating plasticity of spontaneous activity [t �17.01, p �0.001 for frequency; t �5.83,
p � 0.05 for area; stimulated, n � 21 (9); control, n � 20 (9)].
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of intrinsically active neurons could be responsible for initiating
bouts of spontaneous activity (Connors et al., 1982; Nunez et al.,
1993; Bazhenov et al., 2002). When enough intrinsically active
cells fire simultaneously, action potentials would be generated in
postsynaptic cells, and Up states could be triggered throughout
the network. Indeed, experimental and theoretical studies have
shown that blocking or weakening excitatory conductances abol-
ishes Up state generation (Sanchez-Vives and McCormick, 2000;
Compte et al., 2003; Cossart et al., 2003).

Consistent with the need for strong excitatory connections for
the generation of spontaneous activity, we observed an increase
in excitatory drive with development (Fig. 4C). Furthermore,
across slices of all ages, there was a significant correlation between
excitatory drive and the duration of spontaneous events (Fig.
4D). Although not specifically addressed in this study, the in-
crease in excitation is mostly likely produced by a number of
different mechanisms acting in parallel. Indeed, increases in ex-
citatory synaptic strength, spine density, and dendritic and ax-
onal branching have all been reported in organotypic slices as a
function of age (Caeser et al., 1989; Annis et al., 1993; Yamada et
al., 2000; De Simoni et al., 2003; Uesaka et al., 2005). All or a
subset of these mechanisms could underlie the increase in evoked
activity reported here.

A second potential mechanism that could underlie a general
increase in network activity is an increase in intrinsic excitability.
Specifically, the intrinsic membrane properties could underlie
the emergence of neural dynamics (Durstewitz, 2003; Zheng et
al., 2006). However, a clear decrease in membrane excitability
was observed during the developmental window that spontane-
ous dynamics increased (Fig. 3B), indicating that changes in in-
trinsic excitability do not directly contribute to the developmen-
tal increase in spontaneous activity. Although this study
primarily measured regular-spiking pyramidal neurons in the
supragranular layers, limited recordings in deep layers did not
appear qualitatively different; however, we cannot eliminate the
possibility of differential developmental effects across layers and
cell types, such as an increase in the excitability of intrinsically
bursting neurons in layer V, an area thought to be involved in
initiating Up states (Silva et al., 1991; Sanchez-Vives and McCor-
mick, 2000).

We believe that the development of spontaneous activity in
organotypic slices reflects both a natural developmental progres-
sion and the relatively slow engagement of homeostatic pro-
cesses. Indeed, Shu et al. (2003a) report that acute slices from
ferrets younger than 2 months do not display recurrent, periodic
network activity. Developmental data from acute slices indicates
progressive increases in excitation and inhibition (Kriegstein et
al., 1987; Luhmann and Prince, 1991; Burgard and Hablitz,
1993), supporting the notion of a developmental progression in
cellular and synaptic properties leading to the emergence of stable
network-wide neural dynamics. Additionally, both evoked and
spontaneous activity increase over the course of weeks after cor-
tical deafferentation (Buonomano and Merzenich, 1998), indi-
cating that in addition to developmental changes, homeostatic
mechanisms are also in place to enable cortical networks to attain
appropriate network dynamics.

Structure of spontaneous patterns
Spontaneous patterns of activity could be random in nature or
reflect repeating spatial-temporal structure. The presence or ab-
sence of structure speaks to both the underlying mechanisms and
the function of spontaneous dynamics. The patterns observed in
the current study were highly variable, as evidenced by a mean

correlation coefficient between event segments of 0.12 (Fig. 7B),
and the mean correlation coefficients or match indices were not
sensitive to whether traces were reversed or chopped and shuf-
fled. However, they were not entirely random, because the corre-
lation coefficients between patterns within a cell were signifi-
cantly higher than those across slices.

One recent study that has examined the issue of repeating
structure concluded that specific spatial temporal patterns of ac-
tivity repeat with a precision of a few milliseconds over the course
of hundreds of milliseconds (Ikegaya et al., 2004) and suggested
that these patterns would be generated through synfire chains
(Abeles, 1991). However, other studies reported highly variable
activity patterns inconsistent with the notion of synfire chains
(Kerr et al., 2005; Mokeichev et al., 2007). Our results do not
support the presence of repeating spatial-temporal patterns of
activity that exhibit millisecond precision. Indeed, the lack of
millisecond precision is consistent with most electrophysiologi-
cal studies in vivo (Gawne et al., 1996; Shadlen and Newsome,
1998; Luczak et al., 2007) and in vitro (Buonomano, 2003). Spe-
cifically, it is widely observed that the jitter of a response across
trials is proportional to the latency. For example, in vitro, the
coefficient of variation of the latency in response to a stimulus is
generally �10% of the latency (Buonomano, 2003). Similarly,
computational models of activity propagation within recurrent
networks also exhibit a decrease in temporal precision as a func-
tion of time (Buonomano, 2005). Additionally, there is no reflec-
tion of temporal precision hypothesized by synfire chain models
at the behavioral level (Gibbon et al., 1997; Mauk and Buono-
mano, 2004). Together, these studies indicate that cortical net-
works are not capable of generating responses with precision of a
few milliseconds over time scales of hundreds of milliseconds.

Plasticity of spontaneous dynamics
The increase in spontaneous activity with age in vitro could reflect
a hard-wired developmental program or a modifiable response to
the absence of external input. As mentioned above, plasticity in
the levels of spontaneous activity in response to global pharma-
cological manipulations has been established (Ramakers et al.,
1990; Rutherford et al., 1997; Turrigiano et al., 1998). However, it
was not known whether levels of spontaneous activity are sensi-
tive to manipulations that would mimic the synaptically driven
activity observed in vivo. We examined this issue by using a tech-
nique in which organotypic slices are implanted with chronic
electrodes, thereby allowing stimulation to occur while the slices
are in the incubator. We stimulated slices at rates of 1–2 Hz for
2– 4 d to provide levels of input that approximate the baseline
levels of activity observed in previous studies (Rutherford et al.,
1997; Kilgard and Merzenich, 2002; Celikel et al., 2004). Com-
parison of the levels of spontaneous activity in stimulated and
sister control slices revealed a decrease in spontaneous levels of
activity in the stimulated slices (Fig. 8C).

The mechanisms underlying this plasticity remain to be deter-
mined; however, one possibility is the engagement of homeo-
static plasticity via Ca 2� signaling. During the 2– 4 d of chronic
stimulation, the number of synaptic events is increased, which
would lead to increased Ca 2� influx. Ca 2� entry produced by
subthreshold synaptic events can engage homeostatic mecha-
nisms (Liu et al., 1998; Sutton et al., 2006) and could contribute
to the decrease in spontaneous dynamics observed here. It is also
possible that other forms of plasticity such as long-term depres-
sion could contribute to the observed changes in network
activity.

The decrease in spontaneous activity in response to external
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stimulation supports the notion that one function of spontane-
ous dynamics is homeostatic: to allow networks to adjust levels of
activity in response to changes in external input. Specific levels of
activity, whether triggered primarily by external and/or internal
events, may be required to tune cellular and synaptic properties,
thereby allowing networks to achieve functional states that sup-
port neural dynamics.

Together, our results suggest that a number of cellular and
synaptic changes are contributing to the developmental increase
in spontaneous activity and the emergence of Up states, specifi-
cally enhanced excitatory drive and increased inhibition and de-
creased intrinsic excitability. These forms of plasticity exhibit a
push–pull relationship: whereas increases in excitatory drive
alone would be expected to increase network activity, both the
increase in inhibition and decrease in intrinsic excitability would
in isolation decrease network activity. We hypothesize that these
gradual and orchestrated changes in multiple and opposing loci
are necessary to allow the emergence of dynamical states that rely
on positive feedback within recurrent networks yet prevent
epileptic-like activity.
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