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Temporal integration is not found exclusively in lan-
guage; the coordination of leg movements in insects, the
song of birds, the control of trotting and pacing in a gait-
ed horse, the rat running the maze, the architect design-
ing a house, and the carpenter sawing a board, present a
problem of sequences of action which cannot be
explained in terms of succession of external stimuli.

This quote is from an article titled “The Problem of
Serial Order in Behavior” by Karl Lashley (1951/1960).
Lashley wrote the article because he felt that temporal
processing was “the most important and also the most
neglected problem of cerebral physiology.” The article
was written 2 years after Donald Hebb wrote the
Organization of Behavior, the book in which Hebb pre-
sented his influential theory on the rules that govern
synaptic plasticity. However, in contrast to the topic
addressed by Hebb, the topic discussed by Lashley has
not seen significant advances in the past half century.

A fundamental part of sensory processing is pattern
recognition, that is, how central neurons develop selec-
tive responses to the spatial and temporal patterns of
activity coming from primary sensory neurons. We can
decompose sensory stimuli into spatial and temporal

components. Spatial stimuli refer to those that can be
discriminated based on a static “snapshot” of which neu-
rons are active, that is, the spatial arrangement of active
neurons. Discriminating the orientation of bars of light,
or letters of the alphabet, falls into this category. In the
past 50 years, much progress has been made on this
front. Indeed, the fields of synaptic plasticity and self-
organizing topographic maps explain how neurons can
develop responses to simple spatial stimuli (for reviews,
see Anderson and Rosenfeld 1988; Buonomano and
Merzenich 1998). These advances, however, say very lit-
tle about how neurons develop selective responses to
temporal patterns. Temporal patterns refer to those in
which the order, duration, or interval between the activa-
tion of sensory neurons is required for stimulus discrim-
ination. The duration of flashed bars of light and the
voice-onset time of phonemes are examples of temporal
stimuli. Without an understanding of the neural mecha-
nisms underlying temporal processing, it will not be pos-
sible to understand how the brain processes complex
real-world stimuli, which are characterized by both their
spatial and temporal features. For example, speech recog-
nition, one of the most complex forms of pattern recog-
nition, relies on both spatial and temporal processing
(Tallal 1994). Indeed, one of the difficulties in understand-
ing how the brain processes speech, and in the construc-
tion of artificial systems capable of speech recognition,
stems from underestimating the importance of temporal
information in speech (Shannon and others 1995). In addi-
tion to this and other forms of sensory processing, tim-
ing plays a fundamental role in motor coordination. Given
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the inherent time-varying nature of our environment and
our interaction with it, it is fundamental to understand
the neural basis of how the brain processes time.

Temporal Processing: Time Scales

The terms temporal processing, temporal integration,
and timing are used to describe a wide range of different
phenomena, which often results in ambiguity in the lit-
erature. One source of ambiguity is the large scale over
which animals process temporal information or generate
timed behaviors. All together the brain processes tempo-
ral information over a range of at least 10 orders of mag-
nitude from microseconds to daily circadian rhythms—
and the above terms are used to refer to all of them.
Based on the relevant time scales and the supposed
underlying neural mechanisms, we can categorize timing
into four different time scales: microseconds, millisec-
onds, seconds, and circadian rhythms (Fig. 1). These
classes are not meant to represent discrete nonoverlap-
ping types of processing. Instead, they represent a sim-
plified division of the number of ranges of temporal pro-
cessing that rely on different neural mechanisms.

Microseconds

Microsecond temporal processing is used primarily for
the detection of interaural delays, the detection of elec-
tric fields in electric fish, and echo-location in bats (in
which the relevant delays extend up to 10 msec). The
best understood system is that used for sound localiza-
tion. In humans it takes sound approximately 600 to 700
µ s to travel the distance between the left and right ear.
The auditory system uses these intervals to calculate the
spatial location of the sound source. A relatively simple
but extremely sensitive mechanism is used to determine
the microsecond intervals for sound localization. A
sound arriving in each ear will activate neurons in the
cochlear nucleus. The axons from these neurons function
as delay lines; that is, the distance a action potential has
to travel is proportional to the time it takes. Neurons in
the medial superior olive function as coincidence detec-
tors and use the delays to respond selectively to different
intervals. Together these neurons establish a topographic
map of auditory space (Carr 1993).

Milliseconds

Millisecond processing will be defined as that above 10
msec and below 500 to 1000 msec. Sensory processing
within this range is often referred to as perceptual tim-
ing: “below 0.5 sec information processing is of a high-
ly perceptual nature, fast parallel and not accessible to
cognitive control” (Michon 1985, p. 21). Millisecond
processing is perhaps the most sophisticated and the
least well understood. Virtually all the temporal cues
for speech and vocalization discrimination, and many of
the cues in music perception, fall within this range.
Additionally, much of the motion processing in the visu-
al and somatosensory system occurs on this scale. On
the motor side, it is within the range of tens to hundreds

of milliseconds that fine motor coordination operates in.
Thus, the ability of athletes and musicians to perform
extraordinary physical feats relies on sophisticated neu-
ral mechanisms capable of producing well-timed and
orchestrated events in the millisecond range.

Seconds

Timing on scales longer than a second are often referred
to as time estimation and thought to rely on conscious
and cognitive control (Rammsayer and Lima 1991).
Millisecond and second processing are thought to rely
on different mechanisms based on psychophysical and
pharmacological experiments. Rammsayer and Lima
showed that interval discrimination of 50 msec intervals
was unaffected by cognitive load, whereas intervals of 1
sec were. Additionally, pharmacological manipulations
can differentially affect millisecond and second process-
ing (see below). In addition to time estimation, there are
various behaviors that rely on pattern generators operat-
ing in this time scale—such as breathing and locomo-
tion. For reviews on timing in the range of seconds and
minutes, see Gibbon and others (1997) and Matell and
Meck (2000).

Circadian Rhythms

Animals also track time through daily circadian rhythms.
In addition to the daily sleep-wake cycles, regulation of
hormone levels, thermoregulation, and appetite cycles
are occurring on the scale of hours and days. Sleep-wake
cycles are a good example of a behavior controlled by an
internal clock. Physiological measures in both plants and
animals can be shown to exhibit an approximately 24-h
rhythm, even in the absence of external stimuli. The
clock controlling circadian rhythms is not immutable; its
phase can be shifted and entrained by external cues.
Studies in various organisms, including Drosophila and
mice, have revealed that circadian clocks are composed
of molecular/biochemical pathways regulating transcrip-
tion and translation in autoregulatory feedback loops
(for a review of the molecular mechanisms of circadian
clocks, see King and Takahashi 2000).

In the current review, focus will be on time perception
temporal processing occurring in the range of tens to
hundreds of milliseconds. This time scale is fundamen-
tal to sensory processing in the auditory, visual, and
somatosensory modalities. As mentioned above, motor
coordination and speech perception exemplify how
sophisticated temporal processing can be on the mil-
lisecond scale. During continuous speech, syllables are
generated every 200 to 400 msec. The sequential
arrangement of syllables is important in speech recogni-
tion (e.g., “la-dy” vs. “de-lay”). Similarly, the duration
of each syllable is critical, as is the interval between syl-
lables (e.g., by emphasizing the timing of Jimi Hendrix’s
famous mondegreen “kiss the sky,” it is easier to distin-
guish it from “kiss this guy”). Additionally, the temporal
structure within each syllable and phoneme also con-
tributes to discrimination. For example, the voice-onset
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time (the time between air release and vocal cord vibra-
tion) and transition duration of formants are used for the
discrimination of individual consonant-vowel syllables
(Tallal 1994). Prosodic cues such as pauses and duration
of speech segments are used to determine semantic con-
tent (Lehiste and others 1976).

Temporal processing on the scale of microseconds,
seconds, and days seems to be less complex than mil-
lisecond processing. For example, microsecond process-
ing for interaural delay detection is not capable of dura-
tion or sequence discrimination. Timing in the range of
seconds and minutes generally involves conscious esti-
mation of intervals and is not used for sequence or par-
allel processing of multiple temporal cues or of periodic
pattern generation. Circadian rhythms are likely to be
controlled by biological clocks and exhibit less flexibil-
ity than temporal processing on the shorter time scales.
For example, the internal clock controlling circadian

rhythms cannot be instantly reset (thus jet lag). In con-
trast, time perception and time estimation can begin at
the onset of any stimulus. Processing on the millisecond
range seems to be the most complex. In speech we are
processing the temporal structure of phonemes, the
prosody of speech, and sequence of speech segments all
in parallel. Additionally, temporal discrimination can
exhibit a higher-order form of processing referred to as
temporal invariance: we can identify the same speech
segments or tone sequences at a range of speeds, as long
as the ratios between different events are similar. Thus,
the neural mechanisms underlying temporal processing
in the millisecond range are likely to be complex and
may or may not rely on independent mechanisms to
solve specific components of temporal processing, such
as order, duration, intervals, inter- and intramodality
timing, and motor timing.

Central versus Distributed Mechanisms

A fundamental question regarding temporal processing
is whether it relies on a single centralized mechanism or
is distributed throughout different areas. If timing is cen-
tralized, then an interval discrimination task in the
somatosensory, visual, or auditory modality would use
the same group of neurons. Additionally, motor tasks
requiring carefully timed responses would also rely on
the same system. In this view, timing in the nervous sys-
tem would be analogous to that in computers, in which a
central clock sends out information to many other com-
ponents of the computer. In contrast, in a distributed sys-
tem various regions of the brain would process time, and
the locations used would depend on the modality and
task at hand. Thus, different parts of the brain would be
involved in timing in somatosensory, auditory, visual, or
motor tasks.

In the psychological literature on timing, by far the
most influential model has been the internal clock model
(Creelman 1962; Treisman 1963). Internal clocks are
hypothetical mechanisms in which a neural pacemaker
generates pulses; the number of pulses relating to a
physical time interval is recorded by a counter. Internal
clock models are generally centralized: one clock is used
for all timing tasks.

Centralized and distributed mechanisms can be sub-
divided into models in which the same neurons are tim-
ing all intervals or models in which different neurons
time different intervals. For example, we can use the
same watch to time both 100 or a 500 msec intervals.
However, one could imagine a system in which the ini-
tial event triggered an array of watches, each one devot-
ed to a fixed interval: 100, 200, . . ., 500 msec. In this
review, the former model will be referred to as a clock
model and the latter as a labeled line or an interval-based
model (Ivry 1996).

Correlations between Temporal Tasks

The majority of the timing studies in humans rely on
interval discrimination tasks (Fig. 2A). In a typical task,
two brief tones separated by a standard interval (e.g.,

Fig. 1. Scales of temporal processing. Humans process tem-
poral information over a scale of at least 10 orders of magni-
tude. On one extreme, we detect the delay required for sound
to travel from one ear to the other. These delays are on the
order of tens to hundreds of microseconds. On the other
extreme, we exhibit daily physiological oscillations, such as our
sleep-wake cycle. These circadian rhythms are controlled by
molecular/biochemical oscillators. Temporal processing on the
scale of tens and hundreds of milliseconds is probably the most
sophisticated and complex and is fundamental for speech pro-
cessing. Time estimation refers to processing in the range of
seconds and minutes and is generally seen as the conscious
perception of time.
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100 msec) or a comparison interval (standard + ∆ T) are
presented to the subject. The order of the presentation of
the standard and comparison intervals is randomized.
The subject is required to make a judgment as to whether
the longer interval was the first or second. Depending on
the task design, the difference in milliseconds between
the short and long interval ( ∆ T) is adaptively changed
according to performance, which allows the calculation
of an interval discrimination threshold (Wright and oth-
ers 1997).

If timing relies on a centralized mechanism, a corre-
lation between different timing tasks would be expected.
That is, are individuals that are good at discriminating
auditory intervals also good at discriminating
somatosensory intervals? Two types of correlations can
be analyzed, those between different modalities for the
same interval and between different intervals in the same
modality. High correlations in the former analysis would
suggest a central timekeeping mechanism that is used in
all modalities, but there could be independent timing
mechanisms for each interval. In the latter, if a high cor-
relation is observed between intervals, the analysis
would support the notion that one central clock is being
used for all intervals.

A study by Keele and others (1985) examined the
correlations between a motor task and an auditory inter-
val discrimination task. Moderate correlations (R2 of
approximately 0.5) between tapping and tone discrimi-
nation using target intervals of 400 msec were observed.
A second study (Spencer and others 2000) also reports
moderate correlations between both a 400 msec tapping
and tone task (R2 = 0.39) and an 800 msec target interval
(R2 = 0.36). This study also revealed a correlation
between the 400 and 800 msec perception task (R2 =
0.54). Figure 2B shows plots of the correlations between
different conditions in an auditory discrimination task
(Karmarkar and Buonomano, unpublished data). Four
conditions were examined: 50 msec–1 kHz, 50 msec–4
kHz, 100 msec–1 kHz, and 200 msec–1 kHz. The results
show significant correlations between 50 msec–1 kHz
and 50 msec–4 kHz, as well as between 50 msec–1 kHz
and 100 msec–1 kHz, but not between 50 msec–1 kHz
and 200 msec–1 kHz. Together these results favor a cen-
tralized timing mechanism shared by sensory and motor
systems for similar intervals. However, the lack of cor-
relation between the 50 msec–1 kHz and 200 msec–1
kHz suggests that there may be distinct mechanisms
for 50 msec and 200 msec timing. It should be
stressed that the results from correlations studies are
suggestive, in that they could also be attributed to
experience-dependent generalization, rather than com-
mon underlying mechanisms.

Intermodal Timing

Data from some interval discrimination tasks support the
notion of distributed timing. Specifically, some studies
have examined tasks in which intervals are bounded by
intermodal stimuli. Interval discrimination of intervals
bounded by a tone and a flash of light (or a flash and a

tone) is significantly worse than intervals bounded by
two tones or two flashes (Rosseau and others 1983;
Grondin and Rousseau 1991). Interestingly, intermodal-
ity discrimination is impaired relative to intramodality
timing for subsecond processing, but not for 1 sec inter-
vals (Rosseau and others 1983). Not only is intermodal-
ity discrimination less accurate than intramodality dis-
crimination, but even within a given modality, discrimi-
nation is impaired by using intervals bounded by differ-
ent stimulus characteristics (Divenyi and Danner 1977;
Grondin and Rousseau 1991). Thus, interval discrimina-
tion of a 250 msec interval marked by two 1 kHz tones
is better than the same intervals marked by a 1 kHz tone
and a noise burst (Grondin and Rousseau 1991).

These data can be used to argue for distributed timing
because a centralized timer may be expected to time
events arriving through different channels as well as
events arriving through the same channel. However, an
alternative explanation is that intermodal timing is sim-

Fig. 2. Intrasubject correlations between interval discrimination
tasks. A. Interval discrimination. Interval tasks can be designed
in various ways. In one design, a standard and comparison
interval are presented in random order, the subject has to
decide whether the comparison interval (the longer one) came
first or second. Both intervals are bounded by two brief tones
of a fixed frequency. The standard interval is always the same
length, whereas the comparison interval is equal to the stan-
dard + ∆ T, where ∆ T changes according to performance.
Different task conditions are examined by varying the standard
intervals and the frequency of the tones. B. Intrasubject corre-
lations between different interval discrimination task condi-
tions. Performance is well correlated for the same interval at
different frequencies (R2 = 0.46, P < 0.005). There is also a sig-
nificant correlation between the 50 × 100 msec intervals (R2 =
0.44, P < 0.005), but not between the 50 and 200 msec inter-
vals (R2 = 0.08, P = 0.22).
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ply a more difficult task because it requires a shift of
attention from one modality to the other.

Anatomical Localization

If timing is centralized, it is important to ask: where is it
located? Various structures have been implicated in tim-
ing. One such area is the right parietal cortex. A recent
study showed that stroke patients with right hemisphere
parietal lesions, but not left hemisphere lesions, exhibit
a selective deficit for 300 and 600 msec interval dis-
crimination (Harrington, Haaland, and Knight 1998). A
second structure implicated in timing is the basal gan-
glia, although it is generally thought to contribute to tim-
ing on the scale of seconds. Two studies have shown
that Parkinson patients exhibit deficits in temporal dis-
crimination in the millisecond range, but not in frequen-
cy discrimination (Artieda and others 1992; Harrington
and others 1998). These data are indirect because it is
possible that Parkinson’s effect on timing is due to sec-
ondary effects on structures other than the basal ganglia.
In addition to the cortex and basal ganglia, the cerebel-
lum has also been proposed to underlie timing. Because
it is the structure that has been the best studied in rela-
tion to temporal processing, it will be discussed in detail
below.

Cerebellum

Braitenberg (1967) suggested that one of the main func-
tions of the cerebellum was timing. He made the specif-
ic proposal that the axons of the granule cells (parallel
fibers) functioned as delay lines. This hypothesis is cur-
rently not accepted, primarily because given the conduc-
tion velocity of parallel fibers, it would require a 5-cm-
long fiber to create a 100 msec delay. Furthermore,
because granule cells are not excitatory, nor are there
excitatory loops in the cerebellum, the cerebellar archi-
tecture does not support “excitatory chains” to imple-
ment longer delays.

Although the mechanisms are debated (see below),
there is growing experimental support for a cerebellar
role in timing (for a review, see Ivry 1996). This is par-
ticularly true for motor timing. One of the best studied
systems regarding the timing of motor responses is eye-
blink conditioning. In this form of conditioning, an ani-
mal receives paired presentation of a tone and a puff of
air to the cornea. As a result of this training, animals learn
to blink in response to the tone alone. Animals do not
learn to blink arbitrarily on hearing the tone, but blink at
a time equal to the interval between the tone and air puff
presented during training. Lesions to the cerebellar cor-
tex abolish the timing of the conditioned response, with-
out eliminating it (Perrett and others 1993).

There is also support for a role of the cerebellum in
forms of sensory timing, such as interval discrimination.
Ivry and Keele (1989) showed that subjects with cere-
bellar lesions were less accurate in a 400 msec interval
discrimination as compared with control subjects with
cortical lesions. Other studies have shown deficits in the

discrimination of phonemes differing in their temporal
structure in subjects with bilateral cerebellar lesions
(Ackermann and others 1997). Imaging studies have
shown that the cerebellar vermis is activated during a
300 msec interval discrimination task (Jueptner and oth-
ers 1995). However, in this study, the control task did not
require decision making or stimulus comparisons, and
other areas such as the right thalamus and basal ganglia
were also active. Furthermore, it has been suggested that
the observed increases in blood flow may reflect cere-
bellar involvement in complex stimulus analysis and not
necessarily an explicit role in timing (Ackermann and
others 1999).

Various lines of evidence suggest that one or more
structures may play a predominant role in timing and
function as a central time-keeping structure. However, to
date no study has shown that a given lesion or disease
eliminates temporal processing. This could be taken as
indirect evidence for distributed timing mechanisms, in
that none of the lesion studies produce a global multi-
modal sensory-motor breakdown in timing.

Interval Discrimination Learning

One question that has not been examined carefully until
recently is whether interval discrimination undergoes
perceptual learning. That is, does temporal resolution
increase with practice. One of the first studies to exam-
ine this issue reported no perceptual learning
(Rammsayer 1994). In this study, subjects were trained
on 50 msec intervals for 10 min a day for 4 weeks. More
recent studies have all reported improvement of interval
discrimination with practice (Wright and others 1997;
Nagarajan and others 1998; Westheimer 1999). In these
studies, subjects were generally trained for an hour a day
for 10 days.

Generalization of Interval Discrimination

In addition to showing that the neural mechanisms
underlying timing can be fine tuned with experience,
learning studies provide a means to examine the issue of
central versus distributed timing. Specifically, we can
ask if after training on a 100 msec interval bounded by 1
kHz tones the performance improves for different inter-
vals and frequencies. If there is a single central timer that
relies on a clock mechanism, generalization to both dif-
ferent intervals and different marker conditions should
be observed.

The first study to address this issue revealed that after
training on 100 msec intervals marked by 1 kHz tones,
subjects showed complete generalization to the same
interval marked by 4 kHz tones (Fig. 3) (Wright and oth-
ers 1997). Subsequent work revealed that intermodal
generalization was observed (Nagarajan and others
1998). Training on a somatosensory interval discrimina-
tion task resulted in improvement on an auditory task for
the same intervals. Both studies revealed little or no gen-
eralization to novel intervals presented with the same
markers as the trained condition. That is, despite improve-
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ment on the trained 100 msec interval, there was no
improvement on 50 or 200 msec intervals. Together,
these studies show that interval learning does not gen-
eralize in the temporal domain (different intervals) but
does generalize in the spatial domain (different mark-
ers). This conclusion is also supported by results in
the visual modality. Westheimer (1999) reported that
training on a 500 msec duration visual stimulus present-
ed to one visual hemifield generalized to the other hemi-
field. Even more surprising, training on an auditory task
appears to result in an interval-specific improvement in
a motor task requiring that the subjects tap their fingers
to mark specific intervals (Meegan and others 2000).

The simplest interpretation of these data is that there
is a centralized clock for each interval, because the
improvement is interval specific but generalized across
modalities (somatosensory to auditory, and auditory to
motor). The caveat in this interpretation is that it is pos-
sible that in these tasks learning occurs as a result of
interval-specific cognitive processes other than temporal
processing per se. For example, because interval dis-
crimination requires comparing the test interval to a
standard interval, improvement could rely on better rep-
resentation or memory of the standard interval. Such an
explanation would be consistent with the generalization
across different stimulus markers and modalities, as well
as the lack of generalization to novel intervals.

Psychopharmacology of Timing

Psychopharmacological experiments have also been
used to probe the mechanisms underlying timing and to
determine whether different time scales of processing
rely on different neural systems. Numerous drugs have
subjectively been reported to alter time estimation, that
is, temporal processing in the seconds and minutes
range, but few drug studies have carefully examined tim-
ing. One well-established finding is that dopamine
antagonists produce temporal overshoot (“slowing of the
clock”), and stimulants such as methamphetamine pro-
duce temporal undershoots (“speeding up the clock”; for
a review, see Meck 1996). Few studies have examined
pharmacological effects on temporal processing below a
second. Rammsayer (1999) showed in human psy-
chophysical experiments that the dopaminergic antago-
nist, haloperidol, significantly impaired discrimination
thresholds for 100 msec and 1 sec intervals.
Remoxipride, a dopamine antagonist that is more selec-
tive for D2 receptors, impaired processing on the scale
of a second but not for 50 msec intervals (Rammsayer
1997). Experiments with benzodiazepines also support
the dissociation between millisecond and second pro-
cessing, by showing that performance in a 50 or 100
msec task is unaffected, whereas performance on a 1 sec
task is made significantly worse (Rammsayer 1999,
1992). Together these results show that two distinct drug

Fig. 3. Interval discrimination learning generalized across frequencies but not intervals. Subjects were trained on the 100 ms–1 kHz
conditions for 10 days. The pre- and posttest thresholds revealed significant differences only for the trained condition, and the 100
ms–4 kHz condition. Modified from Wright and others (1997).
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Computer simulations show how disynaptic circuits
can exhibit interval selectivity. The circuit is composed
of a single excitatory (Ex) and inhibitory (Inh) neuron,
and there are five synapses: Input→Ex, Input→Inh,
Inhfast→Ex, Inhslow→Ex, Inhslow→Inh. The excitatory
synapses exhibit paired-pulse facilitation (PPF), the
inhibitory neuron produces both a fast (GABAA) and a
slow (GABAB) inhibitory postsynaptic potential (IPSP)
on the Ex neuron. Part A shows traces from the Ex and
Inh cells for three different sets of synaptic strengths
(red, green, and blue). Each graph shows the overlaid
responses to three different intervals. By changing the
strengths of the Input→Ex and Input→Inh connections
in parallel, it is possible to tune the Ex unit to respond
selectively to either 50, 100, or 200 msec intervals.
With relatively weak inputs to both the Ex and Inh cell
(red traces), the first pulse generates a supra- and sub-
threshold response in the Inh and Ex units, respective-
ly. At 50 msec, the second pulse is suprathreshold in the
Ex unit (even though it is riding a slow IPSP elicited by
the first spike in the Inh unit), owing to PPF, which
peaks at 50 msec. The second pulse, at any interval,
does not generate a fast IPSP because the Inh unit did
not fire owing to the GABAB-mediated slow IPSP. If the
strength of both inputs is increased (green traces), the
Ex unit fires exclusively to the 100 msec pulse. It no
longer fires to the 50 msec pulse because as a result of
the increased input, the Inh unit fires in response to the
second pulse at 50 msec producing a fast IPSP in the Ex
unit, which prevents it from firing. If we continue to
increase the strength of both inputs (blue traces),

through a similar mechanism, the Ex unit fires exclu-
sively to the 200 msec interpulse interval (IPI). Part B
displays a parametric analysis of the interval selectivity
described above in synapse space. The strength of the
Input→Ex and Input→Inh was parametrically varied
over a range of weights. The results are represented as
a red-green-blue (RGB) plot, which permits visualiza-
tion of the selectivity to the three intervals while vary-
ing two dimensions. As color coded in panel A, red rep-
resents regions of synapse space in which the Ex unit
fires exclusively to the second pulse of a 50 msec IPI,
but not to the 100 or 200 msec IPI; that is, a 50 msec
interval detector. Similarly, green and dark blue areas
represent regions of synapse space in which the Ex
units respond only to the 100 or 200 ms interval,
respectively. In the same manner that a computer
screen makes yellow by mixing red and green, yellow
in this RGB represents conditions in which the Ex
unit responded to both 50 and 100 msec intervals, but
not to the 200 msec interval. White areas represent
regions that respond to all the intervals, but not to the
first pulse. Black areas represent regions in which the
cell was not interval selective: not firing at all or in
response to the first pulse. The three unfilled white
squares show the areas of synapse space of the traces
in panel A. These simulations suggest that a computa-
tional function of short-term synaptic plasticity may
be to allow neurons to exhibit interval selectivity and
that circuits of neurons may be intrinsically capable of
temporal processing. Modified from Buonomano
(2000).

Box 1: Interval Selectivity in Disynaptic Circuits
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classes (dopaminergic antagonists and benzodiazepines)
selectively interfere with second but not millisecond
processing. To this author’s knowledge, there have been
no reports of drugs that interfere selectively with mil-
lisecond processing. Future experiments will be neces-
sary to determine whether the above results are due to
direct action on a timing mechanism or more nonspecif-
ic actions on arousal and/or cognition.

Neural Mechanisms Underlying Sensory
Timing

The studies above addressed the psychophysical charac-
teristics and localization of temporal processing, but not
the actual underlying mechanisms. The term mecha-
nisms refers to the neural properties that are actually sen-
sitive to time, rather than involved in the readout. For
example, looking at the readout of a watch does not nec-
essarily provide us with any information about whether
timing is occurring as a result of counting the revolution
of mechanical gears or as a result of counting the oscil-
lations of a quartz crystal. There have been a number of
models of the possible neuronal mechanisms underlying
timing. Rather than fully review these models, a summa-
ry of the general types of models will be provided. For
simplicity, the models will be divided into two classes:
labeled lines and population models. A third class is the
clock model, of which internal clocks are the prototype.
These models, which were described above, will not be
discussed, because they are unlikely to be involved in
millisecond timing, and few neurally realistic models
have been put forth for them.

Labeled Lines

The majority of models that have addressed the neural
mechanisms underlying timing have been influenced by
the delay line model used for microsecond processing. In
these models, there is an array of neurons, each of which
responds selectively to a specific interval. This is con-
sidered a labeled line because there is a separate channel
or neuron for each interval.

To implement labeled lines in the range of tens to
hundreds of milliseconds, some temporal property must
be present that allows neurons to respond selectively to
a given interval. Because there must be a range of interval-
selective units, whatever the time-dependent property is,
there must be a spectrum of different time constants for
different units. The time-dependent property can take
various forms, including 1) oscillators (Fujita 1982;
Miall 1989), 2) slow biochemical reactions such as the
metabotropic glutamate receptor (Fiala and others 1996)
or slow IPSPs combined with rebound excitation
(Sullivan 1982; Margoliash 1983; Jaffe 1992), 3) intrin-
sic currents resulting in delayed spiking (Beggs and oth-
ers 2000), and 4) cell thresholds combined with a con-
stant rate of synaptic integration (Antón and others
1991).

What these models have in common is that in each
case there are elements that are specialized for a given

interval. Different elements are explicitly tuned to dif-
ferent intervals by adjusting the time constants, and dif-
ferent elements are set to different values. Because tim-
ing at different intervals is performed by independent
groups of neurons, one prediction is that it is possible to
abolish timing for a 250 msec interval, whereas 50 msec
timing remains normal. Computationally, these models
are very effective for simple tasks such as interval dis-
crimination. However, in their simplest implementation,
they are not well suited for complex forms of temporal
processing such as sequences and speech.

Population Clocks

In population clocks (or population models), time is
coded in the population activity of a network of neu-
rons—any given neuron will contain little temporal
information. An additional difference from labeled line
models is that there is not an explicit range of time con-
stants or time delays specifically set to capture specific
intervals. Population models are a distributed type of
timing; it should not be possible to create localized
lesions that selectively impair one interval but not oth-
ers. These models generally rely on local network
dynamics and time-dependent changes in network state.
The time-dependent changes in the state of the network
can be the result of time-dependent properties such as
short-term synaptic plasticity (Buonomano and Mauk
1994; Buonomano and Merzenich 1995), or they can be
due to inhibitory feedback in local circuits (Buonomano
and Mauk 1994; Mauk and Donegan 1997; Medina and
others 2000).

One population model for sensory processing relies
on the interaction between network dynamics and time-
dependent synaptic properties (Buonomano and
Merzenich 1995; Buonomano 2000)—short-term synap-
tic plasticity and slow synaptic events. Any initial event
that arrives in a network of neurons can activate a popu-
lation of neurons and will trigger a series of time-
dependent properties. Thus, at the arrival of a second
event 100 msec later, the same stimulus will arrive in a
different network state. Due to synaptic facilitation/
depression, the same synapses used 100 msec before are
now stronger or weaker. Additionally, excitatory and
inhibitory neurons may still be hyperpolarized by slow
IPSPs. As a result, the same input can activate different
populations of neurons dependent on the recent stimulus
history of the network. In this type of model, a spectrum
of different time constants is not present, but neverthe-
less neurons can respond selectively to a range of differ-
ent intervals. Indeed, even in a simple network com-
posed of two neurons it can be shown that neurons can
be tuned to different intervals by changing synaptic
strengths (see Box 1). Artificial network implementa-
tions of this model have been shown to be able to dis-
criminate intervals and simple temporal sequences
(Buonomano and Merzenich 1995; Buonomano 2000).

A different type of population model has been pro-
posed to show how the cerebellar cortex may account for
the timing of eye-blink conditioning (Buonomano and
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Mauk 1994; Mauk and Donegan 1997; Medina and oth-
ers 2000). Specifically, in the presence of a conditioned
stimulus, the population activity of active granule cells
changes dynamically owing to negative feedback
through the granule→Golgi→granule loop. In this
model, time is encoded in the population of active gran-
ule cells, and it can be read out by changing the weights
of the granule-Purkinje synapses.

Conclusions

A half-century after Lashley wrote his article “The
Problem of Serial Order in Behavior,” the field of tem-
poral processing is still in its infancy. However, the stud-
ies to date have allowed insights into the nature of tim-
ing. Multiple lines of evidence indicate that distinct neu-
ral mechanisms underlie millisecond and second timing.
Both psychophysical and pharmacological data indicate
that interval discrimination of 100 and 1000 msec tasks
relies on different mechanisms, although it is not clear
exactly where the boundary lies or how much overlap
there is. Within the millisecond range, there is evidence
that timing can undergo perceptual learning.
Importantly, learning seems to generalize across modal-
ities but not intervals. This suggests that there are central
timing mechanisms in place (which does not exclude
distributed timing) that are tuned to specific intervals. It
is with regard to the neural mechanisms that underlie
timing that relatively little progress has been made. How
do neurons time external and internal events? It seems
likely that the answer to this question will require an
understanding of the temporal dynamics of networks of
neurons. Progress is being made in recording from large
numbers of neurons and analyzing the spatio-temporal
patterns of activity within networks. Thus, as more neu-
roscientists start looking at responses to complex stim-
uli, and temporal discrimination tasks, we will be at last
in position to make significant headway to the problem
posed by Lashley 50 years ago.
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