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Cortical responses to sensory stimuli are strongly modulated by temporal context. One of the best studied examples of such
modulation is sensory adaptation. We first show that in response to repeated tones pyramidal (Pyr) neurons in male mouse
auditory cortex (A1) exhibit facilitating and stable responses, in addition to adapting responses. To examine the potential
mechanisms underlying these distinct temporal profiles, we developed a reduced spiking model of sensory cortical circuits
that incorporated the signature short-term synaptic plasticity (STP) profiles of the inhibitory parvalbumin (PV) and somato-
statin (SST) interneurons. The model accounted for all three temporal response profiles as the result of dynamic changes in
excitatory/inhibitory balance produced by STP, primarily through shifts in the relative latency of Pyr and inhibitory neurons.
Transition between the three response profiles was possible by changing the strength of the inhibitory PVfiPyr and
SSTfiPyr synapses. The model predicted that a unit’s latency would be related to its temporal profile. Consistent with this
prediction, the latency of stable units was significantly shorter than that of adapting and facilitating units. Furthermore,
because of the history-dependence of STP the model generated a paradoxical prediction: that inactivation of inhibitory neu-
rons during one tone would decrease the response of A1 neurons to a subsequent tone. Indeed, we observed that optogenetic
inactivation of PV neurons during one tone counterintuitively decreased the spiking of Pyr neurons to a subsequent tone
400ms later. These results provide evidence that STP is critical to temporal context-dependent responses in the sensory
cortex.
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Significance Statement

Our perception of speech and music depends strongly on temporal context, i.e., the significance of a stimulus depends on the
preceding stimuli. Complementary neural mechanisms are needed to sometimes ignore repetitive stimuli (e.g., the tic of a
clock) or detect meaningful repetition (e.g., consecutive tones in Morse code). We modeled a neural circuit that accounts for
diverse experimentally-observed response profiles in auditory cortex (A1) neurons, based on known forms of short-term syn-
aptic plasticity (STP). Whether the simulated circuit reduced, maintained, or enhanced its response to repeated tones
depended on the relative dominance of two different types of inhibitory cells. The model made novel predictions that were
experimentally validated. Results define an important role for STP in temporal context-dependent perception.

Introduction
Auditory processing requires identification of temporal struc-
ture of stimuli on the subsecond time scale, including order,
duration, interval, and temporal context. Speech, for example,
is characterized not only by its spectral structure but its tem-
poral structure, including the order and duration of phonemes
as well as intervals between them (Doupe and Kuhl, 1999;
Saberi and Perrott, 1999; Tallal, 2004). Despite the importance
of identifying the temporal structure of auditory stimuli, the
neural correlates and mechanisms of this process remain
poorly understood.
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One of the best studied examples of the modulation of the
responses of auditory neurons by temporal context is sensory ad-
aptation, in which responses to pairs or trains of consecutive
tones progressively decrease (Phillips et al., 1989; Shu et al., 1993;
Brosch and Schreiner, 1997, 2000; Wehr and Zador, 2005;
Nelken and Chechik, 2007; Rennaker et al., 2007; Sadagopan and
Wang, 2009; Klampfl et al., 2012; Natan et al., 2017). Sensory ad-
aptation is observed in the somatosensory and visual modalities
as well (Ohzawa et al., 1982; Wilson, 2000; Ahissar et al., 2001;
Chung et al., 2002; Katz et al., 2006; Kohn, 2007; Gutnisky and
Dragoi, 2008). There is, however, significant diversity in the
modulation of cortical responses by consecutive stimuli, includ-
ing neurons that exhibit enhanced responses to specific spatio-
temporal patterns (Brosch and Schreiner, 1997, 2000; Kilgard
and Merzenich, 2002; Nelken and Chechik, 2007; Sadagopan and
Wang, 2009; Phillips et al., 2017a). The diversity of adapting and
facilitating responses presumably reflects the cross-purpose need
to habituate to repetitive stimuli that carry little information (e.
g., the tic of a clock), and to detect critical information carried by
events occurring late in a sequence (e.g., in Morse code the letter
I is represented by two consecutive dots, and the letter H by four
dots; Klump and Gerhardt, 1987; Rose et al., 2011; Solomon and
Kohn, 2014).

Rodent studies have focused primarily on adapting (i.e.,
decreasing) responses to sequences of tones and proposed a
number of potential underlying mechanisms including short-
term synaptic depression and long-lasting inhibition (Wehr and
Zador, 2005; Rennaker et al., 2007; Solomon and Kohn, 2014).
More recent studies have suggested differential roles for PV and
SST neurons in sensory adaptation (Natan et al., 2015, 2017) and
forward suppression measured with tone pairs (Phillips et al.,
2017a,b). Auditory cortical neurons, however, exhibit a range of
temporal profiles in response to sequences of tones, including
stable responses and progressive facilitation. The mechanisms re-
sponsible for this diversity of temporal profiles are not under-
stood, and it remains an open question whether the adapting,
stable, and facilitating responses can be explained by the same set
of mechanisms or rely on fundamentally different properties.

Previous research has suggested that STP plays an important
role in governing sensitivity to temporal context (Buonomano,
2000; Fortune and Rose, 2001; Chung et al., 2002; Oswald and
Reyes, 2008; Rosenbaum et al., 2012; Motanis et al., 2018). Here,
we characterized the different temporal profiles of auditory neu-
rons to sequences of tones and developed a spiking neuron model
that incorporates known differential short-term synaptic dynamics
of PV and SST. In contrast to previous firing rate models (Natan
et al., 2015; Phillips et al., 2017b), here, we use a spike-based model
that accurately captures STP dynamics and the relative timing
between excitation and inhibition, and makes experimental pre-
dictions about spike latency. We found that both adaptation and
facilitation can be explained in terms of differences in the relative
balance of inhibition originating from PV and SST neurons. The
model generated a number of predictions including: (1) Different
temporal profiles should be correlated with specific firing latency
signatures, and (2) inactivating inhibitory neurons should prevent
normally occurring STP of IPSPs, and thus alter pyramidal (Pyr)
responses to subsequent tones. Both predictions were tested, and
supported by the experimental evidence.

Materials and Methods
In vivo electrophysiology
The experimental data set used here was the same as that used in a previ-
ously published dataset (Natan et al., 2017). Eleven adult male PV-Cre
(B6;129P2-Pvalbtm1(cre)Arbr/J) and SST-Cre (Ssttm2.1(cre)Zjh/J) mice

aged 12–15weeks were anesthetized, and AAV encoding Cre-dependent
ArchT (Natan et al., 2017) was injected into auditory cortex (A1) two to
fourweeks before experimental recordings. During electrophysiology re-
cording session mice were anesthetized, and a linear silicon 32-electrode
probe placed into A1. Online monitoring of sound-evoked responses
was used to ensure correct electrode positioning and to identify a 1.3
octave range of pure tone frequencies between 1 and 80kHz that evoked
multiunit responses ranging frommaximal to weak. Offline spike sorting
was performed using commercial software.

Acoustic tone stimuli were 100-ms tone pips separated by 300ms of
silence (400-ms stimulus-onset-asynchrony). Trains of eight tones of a
single frequency were presented, separated by 2.4 s of silence. Each train
used one of 10 frequencies within the 1.3 octave range in a pseudoran-
dom and counterbalanced manner. In half of the trials, an optic fiber
was used to direct 532-nm laser light into A1 from 100ms before to
150ms after each of four time periods: during the first tone, during the
last tone, or during the silent period 400ms before or 400ms after the
train.

Analysis of A1 recordings
Temporal profiles to the presentation of eight tones of the same fre-
quency were classified as adapting, stable, or facilitating, by regressing
the number of tone-evoked spikes against the corresponding serial posi-
tion. Statistical tests (sign-rank, rank sum, or linear regression, see below)
were performed using single-trial spike counts within the 10- to 70-ms pe-
riod following tone onset as the outcome variable, with the significance level
a set to 0.05. Adapting temporal profiles were defined by a significant
evoked response to the first tone and a significant negative slope across se-
rial positions. Facilitating profiles were defined by a significant evoked
response to the final tone and a significant positive regression slope. Steady
temporal profiles were defined as those with a significant response to both
the first and final tones of a train and a nonsignificant regression. As in
previous studies, analyses were based on neuron-frequency pairs, i.e., each
of the 10 frequencies used in the tone trains was tested and analyzed sepa-
rately for each neuron (Natan et al., 2017).

To help ensure that our analyses only included Pyr cells, we took
advantage of the Cre-dependent ArchT expression in the following man-
ner. For PV-Cre mice, adapting and steady unit-frequencies were
excluded if they had significantly lower first-tone evoked firing rate dur-
ing light compared with non-light. For SST-Cre mice, steady and facili-
tating unit-frequencies were excluded if they had significantly lower
eighth-tone evoked firing rate during light compared with non-light.
Although indirect light-driven decreases in activity in Pyr cells could be
produced through disinhibition (e.g., in a SOM!PV!Pyr) this method
decreases the likelihood of false-positive Pyr units in our analyses.
Furthermore, the number of units that exhibited a light-driven decrease
in activity was small: 22 adapting unit-frequencies (3.8%), 30 steady
unit-frequencies (3.6%), and three facilitating unit-frequencies (3.5%)
were excluded in this manner.

Poststimulus time histograms (PSTHs) were calculated by convolv-
ing spike times with a Gaussian kernel of SD 10ms. When averaged
across neuron-frequencies, PSTHs for each neuron-frequency were con-
verted to a normalized deviation from baseline firing rate in the following
manner. First, we calculated the mean and SD of the firing rate in the
baseline period during the 1-s period between trials. Next, we subtracted
the mean from the PSTH and divided by the SD of the baseline firing rate.
Finally, we normalized each PSTH such that its maximum was 1.

For the latency analysis, PSTHs were calculated in the standard man-
ner by summing spikes within 4-ms time bins. A neuron-frequency’s
tone-evoked latency was operationalized as the center of the time bin
with the highest firing rate between 10 and 100ms following tone onset
for either the first (adapting and steady profiles) or last tone (facilitating
profiles). To test for the effect of prior light on the evoked firing rate at
serial position 2, sign-rank tests were employed.

Computational model
Units were simulated as conductance-based integrate-and-fire units
(Table 1). Three distinct types of neuronal units were implemented: exci-
tatory Pyr, fast-spiking inhibitory parvalbumin (PV), and low-threshold
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inhibitory somatostatin (SST) units. The three unit types were mod-
eled with distinct intrinsic parameters including membrane time
constant, spike threshold, and an afterhyperpolarization current
designed to reproduce their firing properties and spike-adaptation
(see Table 2). Pyr units were modeled as two-compartment (soma
and dendrite) units, while both types of inhibitory units were simu-
lated as a single compartment unit. Simulations were implemented
in the NEURON simulation environment (Hines and Carnevale,
1997), and were based on previously published models (Carvalho
and Buonomano, 2009; Goudar and Buonomano, 2015). Each unit’s
membrane potential was subject to leak, afterhyperpolarization, and
synaptic currents as follows:

Cm
dV
dt

¼ gL Vm � ELð Þ1 gAHP Vm � EAHPð Þ1 gsyn Vm � Esynð Þ:

Excitatory and inhibitory synaptic transmission was modeled using
a synapses with forward and backward binding (Destexhe et al., 1994).
Short-term synaptic plasticity (STP) was incorporated at all synapses
using the Tsodyks–Markram formulation (Markram et al., 1998;
Carvalho and Buonomano, 2011), wherein repeated presynaptic spikes
modulated the maximal synaptic conductance by a product of resources
(R) and availability (u):

Rn11 ¼ 1� 1� Rn 1� unð Þ½ � � e�
Dtsp
td ;

un11 ¼ U1un 1� Uð Þ � e�
Dtsp
t f ;

where td and t f are the time constants of depression and facilitation
respectively, and U can be interpreted as the initial release probability. R
and u are updated at the time of each presynaptic spike, and Dtsp is the
interval between the current and previous spike. All cellular and synaptic
parameters were defined in consultation with the NeuroElectro project
and studies of paired patch-clamp recordings from connected cortical
cells (Reyes et al., 1998; Reyes and Sakmann, 1999; Beierlein et al., 2003;
Tan et al., 2008; Levy and Reyes, 2011, 2012; Takesian et al., 2013).
Synaptic parameters are shown in Table 3.

Each unit received three distinct input fibers, and tones were simu-
lated as a single spike in each input fiber once in sequence with a fixed 5-
ms interspike interval (simulations with interspike intervals in the 5- to
10-ms range and the same weight parameters yielded similar results).
Optogenetic inactivation was modeled by transiently injecting a current
of –0.01nA to the inactivated unit.

The simulated circuit was based on the feedforward connectivity of a
cortical microcircuit (Douglas and Martin, 2007; Cardin, 2018), and
thus did not incorporate the positive feedback between Pyr neurons, or
negative feedback produced by Pyr to inhibitory neuron activation. This
simplifying assumption was made because we focused primarily on the
short-latency responses of A1 neurons in anesthetized mice, which are

less likely to be influenced by feedback circuitry (Rennaker et al., 2007).
Furthermore, as we simulated a reduced circuit, the relatively large single
synaptic currents reflect the near synchronous activation of multiple syn-
apses (Bruno and Sakmann, 2006; DeWeese and Zador, 2006). This
simplified circuit allowed a more tractable approach that was better con-
strained by the experimental data.

Experimental design and statistical analysis
For our analysis of the experimental dataset considered here (Natan et
al., 2017), between-subjects variables included mouse genotype (PV-Cre
or SST-Cre) and the temporal profile (adapting, steady, or facilitating).
From five male PV-Cre mice, there were 225 adapting, 413 steady, and
45 facilitating unit-frequencies. From six male SST-Cre mice, there were
350 adapting, 412 steady, and 41 facilitating unit-frequencies. Within-
subjects variables included the serial position within each train of tone
pips (1–8) and the presence or absence of light during optogenetic inac-
tivation experiments (non-light vs light). To classify unit-frequencies
based on their temporal profile (Fig. 1), and to assess firing latency (Fig.
5C), epochs containing light stimulation were excluded, yielding a mini-
mum of 40 non-light epochs for each unit-frequency and serial position.
Separating trials to assess the effect of prior light on the evoked activity
at serial position 2 yielded a minimum of 20 epochs per condition. To
classify unit-frequencies based on their temporal profile, Wilcoxon
signed-rank tests (to test for the presence of evoked activity), linear
regression models (to determine the slope of the temporal profile), and
Wilcoxon rank-sum tests (to exclude potential interneurons) were
employed. To compare latencies between temporal profiles, a one-way
Kruskal–Wallis test was used, and the Dunn procedure was used to per-
form pairwise comparisons between the three temporal profiles. To test
for the effect of prior light at tone 2, Wilcoxon signed-rank tests were
employed.

For statistical analysis of the simulation results, we used the same sta-
tistical tests as for the experimental data. The between-subjects variable
was the interneuron unit type that received simulated optogenetic inacti-
vation (PV or SST). Within-subjects variables included the serial posi-
tion within each train of tones (1–8) and presence or absence of
simulated inactivation. For all simulations that were subject to statistical
tests, 20 trials were performed for each condition.

Results
A1 neurons exhibit distinct temporal profiles in response to
repeated tones
We first examined the temporal response profiles of A1 neurons
to trains of eight consecutive tones presented at a 2.5Hz
(400ms). From a total of 406 neurons across 11 animals (five
PV-Cre and six SST-Cre), we identified a total of 1486 neuron-

Table 1. Global parameters

Parameter Value

Integration time step (ms) 0.05
Temperature (°C) 36
Cell length (cm) 10
Cell diameter (cm) 10
Resting membrane potential (mV) �65
Leak conductance (mS/cm2) 100
Internal resistance (Vs²cm) 35
Refractory period (ms) 3
AHP reversal potential (mV) �80
Dendritic compartment length (cm) 100
Dendritic compartment diameter (cm) 0.5
Noise current (nA) 0.005

Global NEURON parameters used for all units and simulations.

Table 2. Unit parameters

Parameter Pyr PV SST

Membrane time constant (ms) 15 7.5 19
Spike threshold (mV) �35 �40 �45
Spike duration (ms) 1 0.5 0.75
Membrane capacitance (mF/cm2) 1.5 0.75 1.9
AHP conductance increment (mS/cm2/spike) 100 25 50
AHP decay time constant (ms) 5 1 3

NEURON parameters that differed between units.

Table 3. Synaptic parameters

Parameter Inp-Pyr Inp-PV Inp-SST PV-Pyr SST-Pyr

Synaptic delay (ms) 3 1 2 0.5 0.5
U 0.15 0.25 0.05 0.35 0.2
t d (ms) 250 500 10 800 100
t f (ms) 10 10 800 10 100

NEURON parameters that differed between synapses.
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frequency pairs that exhibited a significant evoked response
to either the first or last tone (see Materials and Methods).
Based on the temporal profile of the number of spikes eli-
cited in response to each of the eight tones in each train, we
classified each neuron-frequency pair as adapting, stable, or
facilitating (see Materials and Methods). Of these, 38.7%
were adapting, 55.5% stable, and 5.8% facilitating. Figure 1
displays sample raster plots of each type of temporal profile
(Fig. 1A,C,E) and the population PSTHs across all neuron-
frequency pairs within each category (Fig. 1B,D,F). Consistent
with previous studies these results confirm that while many
neurons exhibit robust sensory adaptation, there is significant
diversity in the temporal profile of the responses including neu-
rons that exhibit robust facilitation.

Model of a simple cortical microcircuit that incorporates
STP
The presence of adaptation or facilitation within cortical neurons
establishes that responses are sensitive to temporal context, in
other words, that there is a memory of recent stimulus history
in the circuits. Early models suggested that one of the mecha-
nisms underlying the sensitivity to temporal context is STP
(Buonomano and Merzenich, 1995; Buonomano, 2000; Chung
et al., 2002; Abbott and Regehr, 2004; Levy and Reyes, 2011;
Rosenbaum et al., 2012; Motanis et al., 2018; Pérez and
Merchant, 2018), and recent work has focused on the differen-
tial STP among different classes of inhibitory neurons as con-
tributing to sensory adaptation (Natan et al., 2017; Phillips et
al., 2017a). We thus developed a spike-based model of feed-
forward activation of Pyr neurons that incorporated the

Figure 1. Single units in A1 exhibit diverse temporal profiles of evoked responses to sequences of repeated tones, including adaptation, no change, and facilitation. In the experiment, a
train of eight consecutive repetitions of the same 100-ms pure tone stimulus was presented at a rate of 2.5 Hz. The pie chart at top right shows the proportions of neuron-frequency pairs that
exhibited adaptation (purple), stable (gray), or facilitation (orange). A, Spike raster (upper) and PSTH (lower) for a neuron-frequency pair that exhibits classical adaptation, in which sensory
responses to the same physical stimulus decrease with repetition on short timescales. B, 39% of neuron-frequencies with significant evoked activity were adapting. Population average normal-
ized PSTH (upper) and bar plot of average normalized firing rate within 10–70ms following tone onset by serial position (lower). C, Spike raster (upper) and PSTH (lower) for a neuron-fre-
quency pair that exhibits no change or a stable firing rate over repetition. D, 55% of neuron-frequencies with significant evoked activity exhibited no change in firing rate over repetition. E,
Spike raster (upper) and PSTH (lower) for a neuron-frequency pair that exhibits facilitation, in which sensory responses to the same physical stimulus increase with repetition on short time-
scales. F, 6% of neuron-frequencies with significant evoked activity were facilitating.
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experimentally characterized STP of PV and SST neurons
(Fig. 2).

Importantly, we used published, empirically-derived STP esti-
mates for each of the five synapses in our Pyr-PV-SST microcir-
cuit (Fig. 2A). We modeled mild depression at the Input!Pyr
synapse (Chung et al., 2002; Beierlein et al., 2003; Xu et al.,
2007), moderate depression at the Input!PV synapse (Beierlein
et al., 2003; Levy and Reyes, 2012; Takesian et al., 2013), strong
facilitation at the Input!SST synapse (Tan et al., 2008; Takesian
et al., 2013), strong depression at the PV!Pyr synapse (Gupta et
al., 2000; Oswald and Reyes, 2011; Levy and Reyes, 2012), and
stable synaptic strength at the SST!Pyr synapse (Silberberg and
Markram, 2007; Takesian et al., 2010). STP parameters are
shown in Table 3. Additionally, the intrinsic properties of the
three neuron classes were based on aggregate estimates from the
NeuroElectro project and select electrophysiological studies
(Gibson et al., 1999; Tripathy et al., 2014). Using these units and
synapses, we assembled a circuit with dual disynaptic feedfor-
ward inhibition from both PV and SST onto the Pyr unit and
simulated the experimental protocol (Fig. 1).

Model can account for all three temporal profiles by
changing the inhibitory weights
We next asked whether this simple model with empirically-based
STP values at the five synapses could account for all three experi-
mentally observed temporal profiles. Our goal was to determine
whether the diversity of temporal profiles could be reproduced
without changing the temporal dynamics of STP at each of the
five synapses modeled here. Thus, the free parameters in the
model were the five synaptic weights: Input!Pyr, Input!PV,
Input!SST, PV!Pyr, and SST!Pyr. We omitted higher order
lateral connections, such as the SST!PV connections, because
these are unlikely contribute to the fast latency responses studied
here (see Materials and Methods). The input weights onto all
three neuron classes were constrained such that they elicited bio-
logically reasonable firing rates in response to single tones in the
absence of any inhibition. We thus anchored the input weights
and focused on a parametric analysis of the weights of the
PV!Pyr and SST!Pyr connections. As shown in Figure 2B–D,
it is possible to transition between all three temporal profiles by
changing only the PV!Pyr and SST!Pyr weights. Starting in a
regime with weak inhibitory weights from both PV and SST, we
observe a steady response profile (Fig. 2C). This is intuitive
because in the absence of strong inhibition the temporal profile
is primarily shaped by STP of the Input!Pyr connection, which
is weakly depressing. By increasing the strength of the SST!Pyr
connection, the system shifts to the adapting profile (Fig. 2B).
Although early in the train SST generated inhibition is relatively
weak, increasing the strength of the PV!Pyr connection shifts
the profile from adapting to facilitating (Fig. 2D).

Figure 3 contrasts experimental (Fig. 3A1–C1) and simulated
(Fig. 3A2–C2) examples of units from all three classes of tempo-
ral profiles. The unfilled bar plots display the model results of av-
erage evoked firing rates of the Pyr unit across twenty trials with
independent noise currents provided to each unit. Importantly,
the only parameters that were varied between the three simulated
temporal profiles were the synaptic strengths (i.e., maximal con-
ductances) of the SST!Pyr and the PV!Pyr synapses. All other
parameters, including the STP parameters at each synapse, were
the same across all simulations.

In order to quantify the robustness of the above results across
different relative ratios of PV and SST inhibition we conducted a
two-dimensional parameter search across the SST!Pyr and

PV!Pyr weights. At each combination of inhibitory weights, we
quantified the average firing rate of the Pyr unit at each serial
position across 20 trials. To quantify and visualize the temporal
profiles, we regressed the Pyr unit firing rate against the serial
position and took the slope as a quantitative index in which posi-
tive values indicated facilitation, negative values adaptation, and
values near zero indicated a steady firing profile (Fig. 3D). These
results confirm the robustness of the model across different in-
hibitory weights, and highlight the importance of the relative bal-
ance of PV and SST inhibition. One can see that the diagonal of
the parametric analysis reveals mostly steady responses, indicat-
ing that it is not simply the absolute strength of PV or SST inputs
that determines the temporal profile. For example, at PV!Pyr

Figure 2. Spiking model of feedforward cortical microcircuit with empirically-based STP.
A, Three distinct units were modeled to resemble cortical Pyr (green), fast-spiking PV-
expressing interneurons (PV, red), and low-threshold-spiking SST-expressing interneurons
(SST, cyan). The change in synaptic currents caused by repeated presynaptic spikes was gov-
erned by STP derived from experimental observations. B, Single-unit membrane voltages
from a model simulation of the experiment considered here (Natan et al., 2017). Because
the SST!Pyr synapse is strong, Pyr unit spiking is suppressed during the eighth tone. C,
Single-unit membrane voltages when both the PV!Pyr and SST!Pyr synapses are rela-
tively weak and balanced. Pyr unit spiking is relatively unaffected. D, Single-unit membrane
voltages when the PV!Pyr synapse is strong. Pyr unit spiking is strongly suppressed during
the first tone but only weakly suppressed during the eighth tone, resulting in facilitation.
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weights of 10–15 nS, facilitating, steady, or depressing profiles
can be observed, depending on the weight of the SST!Pyr
connection.

STP acts via changes in spike latency
The above results are driven by the dynamic shifts in E/I balance
produced by STP. For example, facilitation of the Input!SST is re-
sponsible for the progressive decrease in Pyr firing in response to
repeated tones. It is reasonable to assume that this modulation relies
on an increase in the number of spikes in the SST neuron. A
detailed analysis of the model, however, revealed a more complex
mechanism. Specifically, much of the modulation of the firing rates
of the Pyr neurons is not governed by the change in the spike num-
ber of inhibitory neurons, but by the shift in their firing latency.

To examine the importance of STP produced shifts in spike la-
tency of inhibitory neurons in shaping Pyr profiles we first consid-
ered a circuit in the adaptation regime (Fig. 4A). As the Pyr unit
firing rate decreases across serial positions, the first spike latency of
the SST unit decreases in a correlated manner, because of short-
term facilitation of the Input!SST synapse. Although the SST
unit’s first spike latency and the Pyr unit’s firing rate are simultane-
ously changing in a nonlinear manner, there was a strong linear
correlation between the two (r=0.99, p, 0.001). In a circuit in the
facilitation regime (Fig. 4B), the increase in Pyr unit firing rate
across serial positions was correlated with an increase in first spike
latency of the PV unit because of short-term depression of the
Input!PV synapse (r=0.96, p, 0.001); note, however, that the
range of the latency shifts was narrower because of the relatively
weak short-term depression at the Input!PV connection.
Importantly, we note that such a relationship will only be found for
circuits with a single dominant source of inhibition and that in sce-
narios with weak or balanced sources of inhibition (which tend to
exhibit steady temporal profiles) such a relationship will not hold.

The previous analyses suggest that decreases in the latency of
SST spiking produced by short-term facilitation of the
Input!SST synapse plays a role in the adaptation profile. But
they do not demonstrate that the change in spike timing causes
the change in Pyr unit firing rate within the model. To

demonstrate a causal relationship, we developed an approach for
artificially altering the timing of the inhibitory unit. We reran the
simulations under the adapting regime, but replaced the spike
times of the SST unit for tones 3–8 with the average spike times
of the SST unit during tone 2 (Fig. 4C). Thus, we artificially
“froze” the SST unit spike times and prevented the STP of the
Input!SST synapses from naturally decreasing the tone-evoked
latency of the SST neurons, while preserving the increase in spike
number produced by STP during tones. This manipulation
caused the Pyr unit to exhibit a steady firing rate across serial
positions 2–8, eliminating the adaptation after tone 2 (Fig. 4D).
Importantly, the firing rate of the SST unit in the trials where its
spike timing was “frozen” was identical to its firing rate shown in
Figure 3A2. Thus, the temporal profile of adaptation can primar-
ily be attributed to a progressive reduction in the tone-evoked
spike latencies of the SST unit.

This result is consistent with previous experimental and com-
putational data establishing that the temporal relationship
between EPSPs and IPSPs onsets in the Pyr neurons plays a fun-
damental role in shaping neuronal response (Marder and
Buonomano, 2004; Carvalho and Buonomano, 2009). The earlier
the onset of the IPSP, the more effective it is at preventing the
EPSP from driving the Pyr neuron to threshold. Our model pre-
dicts that the adaptation produced by progressive facilitation of
the Input!SST synapse is not driven primarily by increased
spiking of the SST neurons, but rather the progressive decrease
in the latency of input-evoked SST spiking. It is relevant to stress
that this latency effect would likely not be captured as well by fir-
ing rate models which are less well suited to pick up on the
highly nonlinear interactions between shifts in EPSP/IPSP laten-
cies and all-or-none spike generation (Pouille and Scanziani,
2001; Marder and Buonomano, 2004; Wilent and Contreras,
2005; Carvalho and Buonomano, 2009).

Model correctly predicts longer response latencies under
adaptation and facilitation
Relative timing of the EPSCs and IPSCs onto the Pyr neurons is
a critical determinant of the model. To be effective, inhibition

Figure 3. Model circuit with dual inhibition provided by PV and SOM units reproduced the experimentally observed adaptation (A), steady responses (B), and facilitation (C) by only changing
relative strength of PV/SST inhibition (while maintaining STP dynamics fixed). These three temporal profiles reflect three of the weight sets across a systematic parametric analysis of the
PV!Pyr and SST!Pyr weights (D). In A–C, the upper filled bar plot displays the average tone-evoked firing rate from 10 to 70ms for an exemplary experimentally-observed neuron-fre-
quency pair across a minimum of 40 trials, while the bottom, unfilled bar plot displays the average tone-evoked firing rate of the Pyr unit in the model across 20 trials with independent noise
when synaptic weights were set as indicated by the inset diagrams and the outlined weight combinations shown in D. All error lines indicate the SEM. A1, Exemple of an experimentally
observed adapting response. A2, Simulated adapting Pyr unit. Bars indicate the mean firing rate evoked by a simulated sequence of “tones” based on their serial position. In this simulation,
the SST!Pyr synapse was relatively strong, as indicated by the inset circuit diagram. B1, Experimental example of a steady neuron. B2, Simulated steady Pyr unit: both the PV!Pyr and
SST!Pyr synapses were relatively weak and balanced, as indicated by the inset circuit diagram. C1, Experimental example of a facilitating Pyr neuron. C2, Simulated facilitating Pyr unit: the
PV!Pyr synapse was relatively strong, as indicated by the inset circuit diagram. D, Color-coded heatmap of the slope of the Pyr firing rate across serial positions (i.e., the temporal profile) as
the weights PV!Pyr and SST!Pyr synapses were parametrically varied. More intensely purple squares reflect adaptation, while more intensely orange squares reflect facilitation.
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must arrive quickly enough to interact with excitatory inputs,
preventing potential spiking. Based on this observation, we
hypothesized that steady neurons do not undergo strong tempo-
ral-context modulation, because they often fire before the onset
of inhibition. Thus, a key prediction of our model is that there
should be a relationship between the input-evoked latency of the
Pyr unit and the extent to which that unit’s firing rate is
decreased by inhibition. More specifically, we predicted that
short-latency Pyr units should be less vulnerable to inhibition
while still exhibiting mild forms of firing rate adaptation because
of mild depression at the Input!Pyr synapse. In contrast, we
predicted that longer latency Pyr units should be more strongly
modulated by feedforward inhibition.

To test these predictions, we first measured the response la-
tency of each neuron-frequency pair in the experimental data.
We operationalized response latency as the time of the maximal
peak in the PSTH in response to the first (adapting and stable
responses) or final (facilitating responses) tone. Even within a
temporal profile class response latency varied considerably, as
evidenced by a plot of PSTHs sorted by latency (Fig. 5A,B).
However, consistent with our prediction the mean latency of the
steady group was significantly shorter than that of the adaptation
and facilitation groups (Fig. 5C). Specifically, a one-way Kruskal–
Wallis test revealed a significant difference in response latency
among the three classes (x 2

(2,1483) = 42.5, p, 0.001), and post hoc
Dunn tests revealed that both the adapting and facilitating classes
of neuron-frequency pairs had significantly longer mean response
latencies than the stable class (adapting vs stable, Z=6.18,
p, 0.001; facilitating vs stable, Z=3.25, p, 0.001). However, the
adapting and facilitating classes were not different from each other
(adapting vs facilitating, Z= �0.28, p=0.29; Fig. 5C). This result
provided support for the notion that Pyr cells that fire with a short
latency, presumably because they receive strong excitatory synap-
tic inputs, undergo less temporal-context modulation because
dynamic changes in IPSC strength are less effective in influencing
Pyr neurons spiking generated by feed-forward activity. In other

words, the inhibitory inputs onto these units are functionally weak
because they are delayed relative to excitation.

Finally, because there was a large degree of variation in the
response latency within a temporal profile, we considered
whether the degree of adaptation or facilitation for a given unit-
frequency was correlated with its response latency. We quanti-
fied the degree of adaptation or facilitation as the t-statistic
resulting from the linear regression of tone-evoked spikes by the
tone’s serial position (see Materials and Methods). We found
that for adapting unit-frequencies the degree of adaptation was
mildly correlated with response latency (r = –0.194, p, 0.001)
such that more strongly adapting unit-frequencies had longer
evoked latencies. For facilitating unit-frequencies, this relation-
ship was not significant.

Model predicts a paradoxical decrease in firing caused by
prior PV inactivation
A long-standing challenge has been to establish a causal role for
STP in temporal-context modulation. Interestingly, because of
the model’s reliance on STP to account for temporal-context
effects, it led to a unique and counterintuitive prediction.
Specifically, because STP is by definition dependent on the previ-
ous spike history on the time scale of tens-to-hundreds of milli-
seconds, preventing spikes evoked by a tone in one class of
neurons should prevent STP and alter responses to subsequent
tones. Indeed, as shown in Figure 6A, inhibition of PV neurons
can sometimes not produce any effect during the optogenetically
inhibited tone, but can alter the Pyr neuron response to a tone
presented 400ms later.

We first simulated optogenetic inhibition of PV and SST neu-
rons by strongly hyperpolarizing either PV or SST model units
from 100ms before to 150ms after the first tone presentation.
Inhibitory inactivation of PV, but not SST, unit caused a history-
dependent effect on Pyr unit spiking under stable and facilitating
weight regimes (Fig. 6B). More specifically, in the stable weight

Figure 4. Temporal profiles are shaped by STP-driven changes in spike latency. A1, Decreasing firing rate in Pyr unit in a circuit in the adaptation regime across consecutive tones. A2,
Relationship between firing rate in A1 and first spike latency of SST. Note that the color or each point corresponds to the serial position in A1. B1, Increasing firing rate in Pyr unit in a circuit
in the facilitating regime across consecutive tones. Note the relatively narrow range of PV latency changes compared with SST. B2, Relationship between firing rate in A1 and first spike latency
of PV. C, Starting from the model results in the adaptation weight regime, we recorded the average tone-evoked latency of SST spikes during the second tone. Then, we re-ran the simulation
while artificially replacing the SST unit spiking on tones 3–8 to be the same as the average on tone 2. D, When SST unit spiking was frozen at its latency during tone 2, adaptation was elimi-
nated despite no change in the firing rate of the SST unit.

9230 • J. Neurosci., November 25, 2020 • 40(48):9224–9235 Seay et al. · STP Accounts for A1 Adaptation and Facilitation



regime, inactivating the PV unit during the first tone caused a
decrease in the number of Pyr spikes evoked by the second tone
(sign-rank Z= �3.59; p, 0.001). We will refer to this as an
“n1 1” effect because manipulation during one tone alters the
response to the next tone in the absence of any further manipula-
tion. A similar effect of slightly smaller magnitude was observed
for the facilitating weight regime (sign-rank Z= �3.42; p ,
0.001). This n1 1 effect was primarily a result of the STP profile
of the PV!Pyr synapse (Fig. 2B). Because the PV unit normally
spikes robustly during the first tone presentation, the PV!Pyr
synapse is normally weakened during the second tone presenta-
tion because of its strong short-term depression, this depression
normally counterbalances some of the some of the short-term
depression of the EPSPs generated by the inputs. Hyper-
polarizing and thus preventing the PV unit from spiking during
the first tone effectively postpones its initial and strongest inhibi-
tory effect until the second tone. Thus, following PV inactivation
on the first tone, PV inhibition is stronger on the second tone,

reducing the Pyr unit firing rate. Specifically, if spiking is inhib-
ited during the first tone, the IPSP would not be depressed dur-
ing the second tone, leading to a decrease in Pyr neurons spikes
in response to the second tone. The n1 1 effect in response to
PV neuron inactivation was not observed in the adapting weight
regime (p. 0.05), because it is dominated by SST inhibition
(Fig. 6B, top panel). In contrast to PV inactivation, no effect of
prior inactivation was observed for SST inactivation (all p. 0.05;
Fig. 6C) because the SST!Pyr synapse exhibited relatively little
STP (furthermore the SST unit is relatively inactive during the
first tone presentation).

Finally, we tested whether the n1 1 effect was present in vivo
(Fig. 6D,E). We contrasted the trials on which there was light
inactivation during the first tone to trials in which there was no
light inactivation during the first tone, and compared the num-
ber of spikes evoked by the second tone (note that there was no
optogenetic inactivation during the second tone). In PV-Cre
mice, there was a significant n1 1 effect for stable neuron-

Figure 5. Evoked spike timing differs between temporal profile groups, according to model predictions. A, Image plot of each neuron-frequency pair’s PSTH, clustered by temporal profile
(adapting, steady, facilitating) and sorted within each temporal profile by the latency of maximal evoked firing. Each row represents a single unit’s average PSTH, expressed as the normalized
deviation from baseline firing rate. Within adapting and steady temporal profiles, units are sorted by latency of maximum deviation to the first tone. Within the facilitating temporal profile,
units are sorted by latency of maximum deviation to the eighth tone. B, The same data in A re-plotted (see outlines) to show the distribution of average spike timing across trials for the time
regions surrounding the peak response of that temporal profile. C, Bar plot comparing the mean tone-evoked latencies within each temporal profile. Error lines indicate the SEM. There was a
significant difference in response latency among the three classes (x 2

(2,1483) = 42.5, p, 0.001). Both the adapting and facilitating classes of neuron-frequency pairs had significantly longer
mean response latencies than the stable class (adapting vs stable, Z= 6.18, pppp, 0.001; facilitating vs stable, Z= 3.25, pppp, 0.001), but the adapting and facilitating classes were not
different from each other (adapting vs facilitating, Z=�0.28, p= 0.29).
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frequency pairs (sign-rank Z=�3.10; p= 0.002) and a significant
but weaker prior light effect for facilitating neuron-frequency
pairs (sign-rank Z= �2.29; p= 0.02). Figure 6A shows a raster
plot and PSTH of a sample neuron that exhibited the n1 1
effect, specifically inhibition of PV neurons during the first tone
increased the number of spikes in response to the second tone.
As in the computational model, the n1 1 effect was not observed
in the adapting group in response to PV inhibition (p. 0.05).
Again, as in the model, there was no n1 1 effect produced by

SST inactivation in either the adapting, stable, or facilitating
groups (all p. 0.05). These results provide a strong validation of
a counterintuitive prediction of the model, and strong support
for the role of STP in temporal-context modulation.

Discussion
A large body of experimental evidence has demonstrated that
there is significant diversity in the temporal profile of the firing

Figure 6. Simulated optogenetic inactivation of inhibitory units correctly predicts that PV interneuron inactivation during the first tone causes a decrease in the tone-evoked firing rate during
the second tone only for steady and facilitating units. A, Example of an experimentally recorded Pyr neuron in which inactivation of PV interneurons during the first tone decreased the firing
rate evoked by the second tone. In the spike raster (upper), the green rectangle indicates trials and window of optical stimulation. The superimposed line plots below display PSTHs (lower) sep-
arately for trials with and without optical stimulation during the first tone. B, Effect of simulated PV inhibition on Pyr unit firing rates in adapting (purple), steady (gray), or facilitating (orange)
regimes. Bars indicate the mean firing rate evoked by the second in a simulated pair of tones with and without simulated optogenetic inactivation of the PV unit during the first tone. Means
were taken across 20 trials. Significant differences were found for the steady and facilitating weight regimes. C, Simulated SST inhibition on Pyr unit firing rate. SST inhibition during the first
tone did not significantly alter Pyr firing in any of the three regimes (p. 0.05). D, Experimentally observed effects of PV inhibition on Pyr firing to the subsequent tone, across all three tempo-
ral profile classes. Shaded regions indicate the SEM. Significant differences were found only for the steady and facilitating neuron-frequency pairs. E, Mean normalized evoked firing rates of
adapting (purple), steady (gray), or facilitating (orange) neuron-frequency pairs in response to SST inhibition. Consistent with the model predictions of the model no significant differences
were observed in either class of temporal profiles (p. 0.05). pp, 0.05, ppp, 0.01, and pppp, 0.001.
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property of cortical neurons in response to repeated stimuli.
However, the origin this diversity has remained largely unex-
plored. The current study identified a novel mechanism under-
lying temporal-context modulation of sensory stimuli as the
source of the diversity of temporal response profiles. We found
that a simple feedforward model that incorporated empirically-
based STP properties at five different synapses can account for
the three experimentally observed temporal profiles by simply
altering the relative weights of PV and SST inhibition. Critically
the model generated two predictions that were experimentally
tested and validated.

The first prediction was a relationship between temporal-pro-
file class and tone-evoked spike latency. This prediction arises as
a consequence of STP at the inhibitory branches the circuit (i.e.,
Input!PV!Pyr and Input!SST!Pyr), and, that for this STP
to modulate Pyr firing the EPSCs and IPSCs onto a Pyr neuron
must overlap in time. Thus, the strong temporal-context modu-
lation in the adapting and facilitating groups suggest a broad
temporal overlap between excitation and inhibition. In contrast,
the relatively weak temporal context modulation in the stable
populations, suggests that these neurons may fire too quickly to
be strongly modulated by the inhibitory branch of the circuit
which is delayed as a result of the additional synaptic step. This
prediction was confirmed by demonstrating that the latency of
the stable population was significantly shorter than that of the
adapting and facilitating population (Fig. 5).

The second prediction of the model was that because tempo-
ral-context modulation is driven by changes in E/I balance
imposed by STP, that “blocking” STP should result in what we
refer to as an n1 1 effect. Specifically, that optogenetically inhib-
iting PV neurons should prevent potential STP at the PV!Pyr
synapse. If this STP is contributing to temporal-context modula-
tion, then inhibition during tone n should influence the Pyr
neuron response at tone n1 1. This novel prediction was experi-
mentally confirmed by showing that inactivation of PV neurons
at the first tone decreased firing of the Pyr neurons in response
to the second tone (Fig. 6). In contrast, this effect was not
observed by inhibiting the SST neurons, a result also predicted
by the model because unlike the significant short-term depres-
sion at the PV!Pyr, the SST!Pyr IPSP exhibits weak and
inconsistent forms of STP. This result provides some of the best
evidence to date that STP contributes to sensory adaptation.

STP generates temporal-context modulation through spike
rate and latency shifts
It is increasingly recognized that PV and SST neurons fulfil dis-
tinct computational roles within cortical microcircuits (Atallah
et al., 2012; Natan et al., 2015, 2017; Kato et al., 2017; Phillips et
al., 2017a; Cardin, 2018). As both PV and SST neurons inhibit
Pyr neurons, a crucial question pertains to which differences
between PV and SST neurons underlie their different computa-
tional roles. Critical differences include distinct connectivity pat-
terns (e.g., SST neurons primarily target Pyr dendrites), and
intrinsic excitability (PV neurons are fast-spiking, and SST are
low-threshold; Gupta et al., 2000; Oswald and Reyes, 2011). But
one of the most robust differences between PV and SST neurons
lies in their STP properties, specifically, excitatory inputs to PV
neurons generally undergo short-term synaptic depression, while
the excitatory synapses onto SST neurons exhibit dramatic facili-
tation (Reyes et al., 1998; Beierlein et al., 2003; Silberberg and
Markram, 2007; Tan et al., 2008; Takesian et al., 2013). Using
computational and experimental approaches we were able to
quantify the contributions of inhibition not only to adaptation,

but also to facilitation, and distinguish between firing rate and
spike latency contributions. Our results provide for a novel dif-
ferential role for PV and SST in temporal context modulation.
Further, we find that the diversity of temporal response profiles
in cortical neurons may be explained by the initial connectivity
of local circuits, i.e., whether the dominant source of inhibition
onto a Pyr neuron is tilted toward PV or SST neurons.

In contrast to previous models of how short-term plasticity
may underlie temporal context modulation, which have relied on
abstract or firing rate implementations, our spiking model
emphasizes a key functional mechanism of STP. The dynamic
decreases and increases in synaptic strength imposed by STP are
not expressed solely by changing spike probability and rate, but
by relatively small shifts in the latency of inhibitory neuron fir-
ing. That is, in the temporal relationship between the EPSCs and
IPSCs impinging on the Pyr neurons. Indeed, previous experi-
mental and computational results have demonstrated that both
short-term and long-term synaptic plasticity can shape neural
computations by modulating the race to threshold between
EPSCs and IPSCs. For example, latency delays of a mere millisec-
ond in inhibitory firing can convert a subthreshold excitatory
input in to a suprathreshold input (Marder and Buonomano,
2004; Wilent and Contreras, 2005; Carvalho and Buonomano,
2009). Thus, the balance between excitation and inhibition is not
simply governed by absolute synaptic strength but by the relative
timing of EPSCs and IPSCs in the Pyr neurons. Thus, a further
prediction that emerges from the model is that significant shifts
in the latency of SST neurons should shorten in response to con-
secutive tones. And that it is possible that short-term facilitation
onto SST neurons might not significantly increase SST firing
rate, but still underlie adaptation through shifts in latency.

Limitations of the model
The model presented here is highly simplified in that it does not
take into account the full complexity of cortical microcircuits,
including the presence of recurrent excitation, and the connec-
tions between SST!PV and PV!SST neurons (Pfeffer et al.,
2013; Walker et al., 2016). Additionally, we focused on single
neurons, rather than a large-scale population model (Park and
Geffen, 2020). These simplifying assumptions allowed us to
firmly ground the model in the empirical data and avoid making
assumptions about the recurrent circuitry underlying cross-fre-
quency interactions. Importantly, it is unlikely that that these
higher-order circuit interactions significantly contribute to the
short-latency Pyr neuron responses to single tones being studied
here. Furthermore, there is evidence that sensory responses in
anesthetized animals are driven primarily by feedforward cir-
cuitry, and that there is a significant increase in late-sustained
responses in awake cortex (Wang et al., 2005; Moshitch et al.,
2006; Rennaker et al., 2007). In order to further understand the
cross-frequency suppression and facilitation effects, in the future,
detailed population-level models will have to be developed.
Toward this goal the current results highlight the importance of
empirically defining the detailed microcircuit structure as latency
differences of a few milliseconds can have a profound functional
effect.

Critical to our objective of anchoring the model in the experi-
mental data, are the assumptions related to the direction, magni-
tude, and temporal profile of STP at each synapse type. The
model is largely robust to the changes in the empirically-derived
values regarding the magnitude and times constants of STP.
However, the presence of short-term facilitation at the Input!
SST synapse, and depression at the PV!Pyr synapses are key to
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the presented results. And while there is significant variability in
the experimental estimated of the STP parameters at the synapse
classes simulated here, to the best of our knowledge all experi-
mental data points to facilitation and depression of Input!SST
and PV!Pyr synapses respectively (Reyes et al., 1998; Beierlein
et al., 2003; Silberberg and Markram, 2007; Tan et al., 2008;
Takesian et al., 2013; Pala and Petersen, 2015). Similarly, experi-
mentally observed differences in the intrinsic properties of PV
and SST neurons were also incorporated into the model. These
included the time constants, spike threshold, spike adaptation,
and the localization of inhibitory inputs onto the Pyr units.
While these properties influence model behavior, they are not
fundamental to obtaining the reported results.

Predictions and conclusions
In addition to the predictions tested here a number of additional
predictions emerge from the current study, including: (1) the
first-spike latency of SST neurons should decrease in response to
consecutive tones; (2) adapting and facilitating neurons should
receive strong SST and PV inhibition, respectively; and (3) that
experience-dependent increases in responses to tone sequences
(Kilgard and Merzenich, 2002; Engineer et al., 2008; Zhou et al.,
2010) might be attributable to SST plasticity, e.g., long-term
depression of SST IPSPs.

Overall our results suggest that differential PV and SST inhi-
bition contributes to the diversity of temporal context profiles
(Natan et al., 2015, 2017; Phillips et al., 2017a). Importantly the
current results provide compelling evidence that STP is indeed a
key mechanism driving temporal context modulation, by charac-
terizing a novel n1 1 effect that arises as a direct consequence of
STP.
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